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Detection and prediction of cracks play a vital role in the 

maintenance of concrete structures. The manual instructions 

result in having images captured from different sources 

wherein the acquisition of such images into the network may 

cause an error. The errors are rectified by a method to 

increase the resolution of those images and are imposed 

through Super-Resolution Generative Adversarial Network 

(SRGAN) with a pre-trained model of VGG19. After 

increasing the resolution then comes the prediction of crack 

from high resolution images through Convolutional Neural 

Network (CNN) with a pre-trained model of ResNet50 that 

trains a dataset of 40,000 images which consists of both 

crack and non-crack images. This work makes a comparative 

analysis of predicting the crack after and before the super-

resolution method and their performance measure is 

compared. Compared with other methods on super-resolution 

and prediction, the proposed method appears to be more 

stable, faster and highly effective. For the dataset used in this 

work, the model yields an accuracy of 98.2%, proving the 

potential of using deep learning for concrete crack detection. 
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1. Introduction 

The existence of Concrete Structures highly relies on the method of crack detection. Manual 

inspection of these cracks involves a small handheld magnifier with a built-in measuring scale 

that clearly identifies the width of the crack. However, the structures like skyscrapers, bridges, 

dams make it difficult to undergo manual inspection and do not ensure safety. Thus, to overcome 

these drawbacks Convolutional Neural Network for predicting the cracks through images was 

introduced [1]. However, the process of image capturing is made through various sources like 

cameras of different pixels. In that case, the image may be affected by various factors like 

motion blur, camera mode noise, and optical distortion. Thus, the acquisition of such images may 

cause an error in prediction. Hence a Super-resolution method is introduced to increase the 

resolution of the images. This method includes Generative Adversarial Network with a pre-

trained model of VGG19. 

High resolution images then enter the Convolutional Neural Network with a pre-trained model of 

ResNet50. CNN is deep learning algorithms that are highly specified with image classification 

and feature recognition. Because of partial connection, sharing weights, and pooling process 

between the neurons, Convolutional Neural Network is able to recognize the features within the 

images [2]. The dataset has 40,000 images of equally separated crack and non-crack images. For 

these datasets, we use pre-trained networks as a starting point and image augmentation to 

perform operations like vertical or horizontal flip, brightness and rotation to improve accuracy. 

The main contributions of this study are an efficient classification framework is proposed for the 

effective categorization of cracks and non-cracks based on a crack candidate region (CCR), 

comparative analysis between SRGAN-based and CNN-based methods is conducted for 

evaluating the classification performances and a comprehensive crack identification is conducted 

in the presence of crack-like no cracks for practical applications. 

The outline of the paper is as follows. Section 2 depicts the outline of the project along with the 

short description of the techniques used. Followed by a brief explanation of the existing works 

that face various minor and major limitations. Section 3 depicts our analysis of the existing 

methods that support our project. A brief explanation of our techniques is presented in Section 4. 

Details on datasets and our implementations are detailed in Section 5 and 6 respectively. Finally, 

conclusions are presented in Section 7. 

2. Related works 

2.1. Data augmentation 

Image Data augmentation is used to artificially enlarge the size of the training dataset by creating 

varied versions of the image in the dataset. This technique is performed by applying domain-

specific to some samples from the training data that leads to creation of new and different 

training samples [3]. The augmentation technique creates variations in the images that leads to 

improvement in the ability of the fit models in order to generalize the learned new images [4]. 

For training the datasets the specific data augmentation technique is chosen carefully and within 
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the context of the dataset and knowledge of the problem domain. It can be used in isolation and 

check if they result in a measurable improvement to model performance [4,5]. It is only 

applicable for the training dataset and not to the validation or test dataset. 

2.2. Generative adversarial network (GAN) 

GAN uses the technique of a max-min player game to generate the real-like images which the 

generator produces. The GAN technique was improvised by providing information to the 

generator to produce a particular output for the given input [6]. Though GAN produces good 

results, Deep Convolutional GAN was implemented to make it more stable. It is more effective 

than GAN in producing real-like images by reducing noises [7]. DC-GAN includes transposed 

convolution techniques to perform the upsampling of 2D image size [8]. DC-GAN also utilizes 

the encoding-decoding network, where encoding takes input, and output as a feature [9]. While 

decoder is a network that takes the feature from the encoder and gives the best closest match to 

the input as an output. 

2.3. Super resolution generative adversarial networks (SRGAN) 

Super Resolution GAN produces higher resolution image by applying a deep network along with 

an adversary network. From low resolution image SRGAN can generate super resolution image 

with finer details and high quality [10]. Earlier CNNs were used to produce high resolution 

images, but SRGANs are more preferable as CNNs often produce blurry images. During the 

training, a low-resolution image is obtained by down sampling the high-resolution image. Later 

the low-resolution images are unsampled to super resolution images by the GAN generator [11]. 

2.4. Pre-trained deep learning models 

VGG19. In Deep Neural Network, the multi-layered operation is performed by the Visual 

Geometry Group network (VGG) [12]. It uses a 3x3 convolutional layer to increase the depth 

level, max pool layers to reduce the volume size, and two fully connected layers with 4096 

neurons [13]. The pre-processing involves subtracting the RGB mean from each pixel computed 

over a large training set. The spatial resolution of the images is preserved through Spatial 

Padding [13,14]. Max Pool layer is performed over 2 * 2 pixels. Later, nonlinearity is introduced 

by Residual Learning (ReLu) to boost the feature classification and computational time. 

Resnet50. In a deep convolutional neural network, layers such as a convolutional layer, ReLu, 

fully connected layer, Maxpool layer, flatten layer are stacked and they are trained [15]. The 

network learns several features such as low, medium and high at the end of its layers [16]. In 

residual learning, instead of trying to learn some features, we learn some residuals. Residual is 

the reduction of features learned from the input of that layer [17]. ResNet performs this by using 

input of the nth layer and some (n+x)
th

 layer [17]. This shows that the training of this network is 

easier than simple deep convolutional neural networks and also resolves the accuracy 

degradation issue [9]. This is the fundamental concept of ResNet. ResNet50 is a 50-layer 

Residual Network and there are other variants like ResNet101 and ResNet152 also. 

In ResNet50, Skip Connection is its main innovation. Due to backpropagation in the model, the 

gradient becomes smaller and smaller gradients may cause learning difficulty. Thus, Skip 
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Connection allows the network to pass the input through the block without interpreting through 

other weight layers [9]. Also, the layers would be skipped over if it is not useful for the model. 

Therefore, the addition of layers would not affect the performance of the model. 

3. Proposed method 

The proposed technique was able to build a network for concrete crack prediction. The proposed 

system was capable of classifying the images based on the classes like crack(positive) and non-

crack(negative). To achieve the classification and prediction, the system was implemented in a 

proper way for better understanding and implementation. 

3.1. Problem statement 

The problem statement includes upscaling of the captured real images in order to predict and 

trace the cracks from the concrete crack images. 

3.2. Methodology 

The process of crack prediction involves both the architecture of pre-trained CNN models and 

SRGAN. Each of which plays its own major role in the prediction of crack. The process of 

training the datasets, data splitting, data augmentation, etc. are performed in the CNN network, 

while the role of increasing the resolution of an image is performed by the VGG19 model in the 

SRGAN network, as shown in Fig .1. Both networks get collaborated at the level of prediction. 

 
Fig. 1. Concrete Crack Detection architecture. 
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3.3. Experiments 

The experimental program comprises four phases that includes: i) acquisition of a classified 

dataset; ii) apply transformation to augment datasets; iii) implement transfer‐learning approach; 

and iv) run the training experiments. These phases are briefed as follows. 

3.4. Datasets 

Data acquired from Mendeley’s Concrete Crack Images for Classification has 40,000 images 

including both non-crack and crack images. The dataset is generated from 458 high-resolution 

images (4032x3024 pixel) [18]. Each image in the data set is a 227 x 227 pixels RGB image. The 

datasets that are used are as follows: i) Surface Crack Detection: Positive and Negative ii) Real 

images iii) Testing set of Surface Crack Detection and iv) Generated set of high-resolution 

images. The dataset can be found in https://data.mendeley.com/datasets/5y9wdsg2zt/2. 

3.5. Experimental setup 

The training details includes 40000 random samples of images from Surface Crack database for 

training and trained on NVidia K80 GPUs. 

Data Augmentation. In deep learning data augmentation plays its role as an internal process 

since it has to deal with large amounts of data. It is the concept of creating new data at different 

orientations [19]. It helps to introduce variability within the datasets. As shown in Fig. 2, 

Operations performed by data augmentation includes rotation, flipping, zooming, cropping, and 

changing the brightness level. 

      

a) Original Image b) Rotation c) Shear d) Zoom e) Horizontal Flip f) Brightness 

Fig. 2. Traditional data augmentation techniques. 

Super-Resolution Generative Adversarial Network (SRGAN).SRGAN focuses on enhancing 

images with low resolution by applying Generative Adversarial Network to generate images of 

high resolution [20]. The structure of SRGAN includes 16 Residual blocks, Pixel Shuffler x2, 2 

subpixel CNN in Generator. Parameterized Relu (PReLu) is used to learn the negative part 

coefficient. The process of producing high resolution images is depicted in Fig. 3. The main 

work in here is multi-task loss function [21] which comprises of three modules as, 

https://data.mendeley.com/datasets/5y9wdsg2zt/2
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(i). Encoding pixel- wise similarities using Mean Square Error (MSE) loss. 

(ii). Perceptual similarity metric is defined over high level image representation in terms of 

distance metric. 

(iii). Adversarial Loss 

 
Fig. 3. Block Diagram of Super-Resolution Generative Adversarial Network 

As given in Fig. 3, this network has two main blocks as, i) Generator and ii) Discriminator. 

In the process of training, the low-resolution images are produced through gaussian filtering of 

high-resolution images and later undergoing the process of down sampling with the down 

sampling factor “r = 4”. 

1. Low Resolution Images (ILR) - W x H x C 

2. High Resolution Images (IHR) -rW x rH x C 
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It also has a pre-trained model of VGG19 which is a Convolutional Neural Network that makes 

use of 19 layers in it that are trained on several image samples. It also utilizes the Architectural 

style of Zero-Centre normalization, convolution, ReLU, Max Pooling, Fully Connected layer, 

etc. 

Computation of the content loss pixel-wise using the mean square error (MSE) between the HR 

and SR images. Nevertheless, when it determines the distance mathematically, that is not easily 

identified by humans. SRGAN measures the MSE of features extracted by a VGG-19 network 

using perceptual loss. Wherein some features are to be expected to be matched for certain special 

layers in VGG-19. It is also calculated based on probabilities provided by Discriminator. 

 (1) 

where D –Discriminator, 
SR

Genl  – adversarial loss,  
G

LRG I  –pixel in generated image. 

CNN. Convolution Neural Network is built in Pytorch. Since we are having a limited number of 

images, we can use a pretrained network as a starting point and for improving accuracy we use 

image augmentations [22]. Image augmentations are involved in allowing us to do 

transformations like vertical and horizontal flip, rotation and brightness changes significantly 

increasing the sample and helping the model generalize [23]. 

Resnet 50 model pretrained on ImageNet to jump start the model. The ResNet50 model consists 

of 5 stages. Each of these stages are provided with a convolution and Identity block. Each 

convolution block is provided with 3 convolution layers and similarly each identity block has 3 

convolution layers. The ResNet-50 has over 23 million trainable parameters. All these weights 

along with 2 more fully connected layers are freeze. The first layer has 128 neurons in the output 

and the second layer has 2 neurons in the output which are the final predictions. 

The model works on the validation data but it should be made sure that it also works on unseen 

data from the internet. For testing this, we take random images of cracked concrete structures 

and cracks from road surfaces. These images are much bigger than our training images. Our 

model was trained on crops of 227, 227 pixels. Now, the input image is broken into small patches 

and runs the prediction on it. If the model is predicted as crack, then colour the patch with red 

(cracked) else colour the patched green. The model does very well on images that it has not seen 

before. As shown in the image below, the model is able to detect a very long crack in concrete by 

processing 100s of patches on the image. 

4. Results 

The ultimate outcome of this report is image wherein the cracks are traced after the process of 

increasing its resolution using SRGAN. The highly resoluted image of a real image is shown in 

the Fig. 4. 
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Fig. 4. Generated Image with High Resolution. 

Perceptual loss function is used when comparing two different images that look similar, like the 

same photo but shifted by one pixel. The function is used to compare high level differences, like 

content and style discrepancies, between images. 

 (2) 

where 
sr

xl  – context loss, 
sr

Genl  – adversarial loss 

Content loss is the mean squared error calculated between each pixel value from the real image 

and each pixel value from the generated image. Content loss can be of two types. They are pixel-

wise MSE and VGG loss. Pixel-wise MSE loss is mean squared error between each pixel in real 

image and a pixel in generated image. 

 (3) 

where MSE – mean square error, ,

HR

x yI  – pixel in real image,  
G

LRG I  –pixel in generated 

image. 

VGG loss applied over generated images and real images. It is calculated as the Euclidean 

distance between the feature maps of the generated image and the real image. 

 (4) 

Further the image gets into the Convolutional Neural Network to be processed to determine the 

trace of the crack [24]. Also, the cracks are traced without undergoing the process of resolution 

in order to determine the accuracy. The image after crack prediction process with and without 

undergoing resolution process is shown in Fig. 5 and Fig. 6 respectively. 
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Fig. 5. Prediction with increased Resolution. 

 
Fig. 6. Prediction with low Resolution. 

4.1. Performance measures 

Transfer learning is used for training the model on the training dataset and the measuring loss 

and accuracy is done on the validation set. As shown in Fig. 7, after the 1st epoch, train accuracy 

is 87% and validation accuracy is 97%. This is the power of transfer learning. Our final model 

has a validation accuracy of 98.2%. Therefore, as the loss decreases, the accuracy of the model 

increases gradually. 

The loss is calculated on training and validation and its interpretation is based on how well the 

model is doing in these two sets. Loss value implies how poorly or well a model behaves after 

each iteration of optimization. An accuracy metric is used to measure the algorithm's 

performance in an interpretable way. 

The discriminator seeks to maximize the probability assigned to real and fake images. While a 

discriminator neural network tries to differentiates between real samples and the ones generated 

by the Generator Network, and the Generator Network trying to fool the discriminator. 
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Fig. 7. Accuracy of Training and Validation. 

5. Conclusion and future directions 

The main intention of this work is to detect the cracks using the image processing techniques. 

Firstly, the dataset which is utilized were analyzed and concluded that most of the system uses 

real data sets for convenience as well as efficiency. Then the analysis is done based on the 

accuracy level. Then the resolution of the crack and non-crack images is increased by Super 

Resolution Generative Adversarial Networks. Then the transformation of the images to improve 

accuracy is done by the image augmentation. Then the cracks are differentiated in the images by 

the resnet50 model. 
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