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ABSTRACT

The purpose of this research is to present a new method for considering accidents according to the environmental, traffic and geometrical conditions of the road, which considers accidents according to the interaction of the components that lead to them. In order to enter the physical characteristics, this approach divides the road into units or parts with homogeneous physical characteristics, and as a result, the decision about the safety status of the road is made for a length of road with specific characteristics instead of a single point. This approach has been carried out using the Data Envelopment Analysis (DEA) method, which, unlike regression methods, does not require obtaining the distribution function and considering hypotheses about it. This method gives scores (inefficiencies) that allow road segments to be appropriately ranked and prioritized in terms of accident proneness. In the current research, a case study was conducted on routes with a length of 144.4 kilometers, which resulted in the identification of 154 road sections with different relative risk scores, thus the accident sections were identified and prioritized with the proposed method, which in terms of the definition of entry indicators and the output based on the data coverage analysis method is considered as a new experience for the priority of road sections. Furthermore, this study focuses on the application of artificial neural networks (ANNs) in analyzing road safety. An idealized ANN model is developed using a database of various input parameters related to road segments, and the weighted index of accidents as the target variable. The results reveal the relative importance of different parameters on the weighted index, with the Ratio of curvature, Length of the segment, and Condition of the pavement identified as the most influential factors. These findings highlight the significance of road curvature, segment length, and pavement condition in determining accident severity. The study underscores the potential of ANNs for assessing road safety and informs targeted interventions to mitigate accidents.
1. Introduction

Transportation is a concept that mankind has been involved with since the beginning of its creation and this concept has played a key role in human life since long ago. After the invention of the wheel, transportation underwent a fundamental transformation, and more advanced and complex devices were used in this field day by day, so that today the issues raised in the field of transportation are among the most complex issues in different dimensions. Despite the many benefits of new technologies used in this field, unfortunately, this industry is associated with financial and life risks for humans. Every year, many people die in traffic accidents in the world [1]. Iran is also one of the countries whose statistics of accidents and casualties in the field of transportation, especially in its road type, are very high compared to world standards [2]. Therefore, dealing with the issue of safety in Iran's road transportation can help improve road safety and help the authorities in better planning in this direction. With the prevalence of road transportation, traffic accidents have become an important factor threatening social safety. According to WHO statistics [3], traffic accidents in the world's industrial cities account for about one third of the total number of accidents that lead to death, which are considered to be one of the most important urban problems along with traffic. Also, the number of accidents in third world countries is several times higher than that of industrialized countries [4]. An increase in traffic violations and accidents can cause an increase in disorder and social chaos; If these violations are not dealt with, it will cause the rights of other citizens to be violated, and this issue will cause the phenomenon of cultural backwardness to spread. During the past years, about 26,000 of our compatriots have lost their lives in accidents and about ten times that number have been injured [5]. The global average death rate due to traffic accidents is between 14 and 15 people per 100,000 people, but this amount in Iran is twice the world average, that is, about 30 people per 100,000 people [6]. Therefore, the importance and necessity of the current research can be taken at the ideal level to take preliminary steps to reduce accidents. By identifying the most important influencing factors of the road in accidents, useful information can be provided to policy makers for preventive measures in order to eliminate them with the least amount of time and cost, and as a result, the severity of financial and life losses can be dramatically reduced. In general, according to what has been said, it seems necessary to carry out a research under the title of identifying and ranking the effective road factors on road safety. In recent years, a substantial body of research has highlighted the significance of artificial intelligence in the field of engineering [7–13].

In this article, a new approach has been introduced to identify the parts of the accident. One of the advantages of the new approach compared to the previous researches is the study of the accident of road parts instead of road points. Since the interaction of groups of factors leads to the occurrence of an accident in a piece of road, therefore, it is more logical to consider the interruptions with specific length and characteristics instead of defining the accident point in the past, whose exact range is not defined. This approach has been carried out using data envelopment analysis method. Data envelopment analysis does not require obtaining the distribution function and considering hypotheses about it. This method evaluates the potential of converting inputs such as geometric characteristics and road side factors to output compared to the best performance of each part compared to other parts.
Nowadays, due to the great importance of safety in transportation, various studies have been conducted in this field in the past. The improvement of efficiency and safety in road transportation has emerged as a prominent focus in safety science and transportation science [14]. Among the methods used to assess safety efficiency by considering multiple inputs and outputs of decision-making units (DMUs), Data Envelopment Analysis (DEA) stands out as one of the most popular techniques [15]. In the context of transportation safety evaluation, DEA has been applied in various scenarios. For instance, in [8], a non-radial DEA model was introduced to evaluate the railway efficiency of European countries, specifically regarding safety at railway level crossings. Additionally, Nahangi et al. [16] utilized DEA to evaluate the safety efficiency of construction sites, identifying a correlation between safety efficiency and climate conditions. Furthermore, a double frontier cross efficiency method with an evidential reasoning approach was proposed in [17] to assess the safety efficiency of road transportation. Omran et al. [18], DEA was combined with the group best-worst method to evaluate the safety efficiency of Iran's road transportation. However, while DEA offers a scientific approach to evaluate safety efficiency, it does not directly address the challenge of effectively achieving safety objectives. This is where the concept of inverse DEA comes into play. Inverse DEA, proposed by Wei et al. [19], provides a powerful tool for determining the optimal path to achieve specific safety objectives given a certain efficiency level [20]. It is particularly useful for solving two types of problems: firstly, determining the amount of additional outputs a particular DMU can produce with given additional inputs while maintaining its current efficiency relative to others; secondly, establishing the additional inputs required by a DMU to generate given additional outputs, while maintaining the same efficiency relative to others. The concept of inverse DEA has gained significant attention and found practical applications in various domains. For instance, Yan et al. [21] introduced an extended inverse DEA model with preference cone constraints to incorporate decision makers' preferences into resource reallocation decisions. Addressing the issue of variable returns to scale (VRS), Lertworasirikul et al. [22] proposed an inverse DEA model that preserves the relative efficiencies of all DMUs. Moreover, Lim [23] used the inverse DEA method to establish product targets by considering frontier changes, while Amin et al. [24] applied goal programming to inverse DEA for devising inputs-outputs plans in the banking industry.

2. Theoretical foundations of DEA

Data envelopment analysis was created by Charnes et al. [25], Cooper and Rhodes as a tool to test the relative efficiency of production units or decision-making units based on the information of produced outputs and consumed inputs. Using this system, the relative efficiency score of the units is calculated and efficient and ineffective units are determined. So far, the data coverage analysis method has been used in traffic safety topics only in identifying intersections with high accidents in the city and comparing the safety status of countries. They presented a model that has the ability to measure efficiency with multiple inputs and multiple outputs. The model known as Data Envelopment Analysis (DEA) was first introduced by Charnes et al. [25]. It is often referred to as the CCR model, derived from the initials of these three individuals. The primary objective of the CCR model is to assess and compare the relative efficiency of decision-making
units, such as schools, hospitals, bank branches, and other similar cases, which involve multiple comparable inputs and outputs. To evaluate the efficiency of a unit under review using the CCR model, the ratio of the weighted sum of outputs to the weighted sum of inputs is used as a scale for efficiency measurement. In cases where each unit has m inputs to produce s outputs, the fractional form of data envelopment analysis for evaluating efficiency will be as follows [26]:

$$MAX\ EF_j = \frac{\sum_{r=1}^{s} u_r y_{rj}}{\sum_{i=1}^{m} v_r x_{ij}}$$  (1)

In which:

$$\frac{\sum_{r=1}^{s} u_r y_{rj}}{\sum_{i=1}^{m} v_r x_{ij}} \leq 1. \ u_r . \ v_i \geq 0$$  (2)

In this non-linear and non-convex problem, $EF_j$ is the efficiency of the unit DMUj and the other variables are as follows:

- $x_{ij}$: i-th input amount for j-th unit (i=1,2,...,m).
- $y_{rj}$: RAM output amount for unit j) (r=1,2,...,s).
- $u_r$: RAM output weight,
- $v_i$: i-th input weight.

The problem in this problem is that this model has infinite solutions. Because if the optimal values of the variables are $u^*$ and $v^*$, then $\alpha u^*$ and $\alpha v^*$ will also be the optimal solution of this model. To solve this problem, after changing the linear shape variable twice, the classical data coverage analysis model is presented in the following form [19]:

$$MAX\ EF_j = \sum_{r=1}^{s} \mu_r y_{rj}$$  (3)

So that,

$$\sum_{r=1}^{s} \mu_r y_{rj} - \sum_{i=1}^{m} w_i x_{ij} \leq 0. \ u_r . \ v_i \geq 0$$  (4)

$$\sum_{i=1}^{m} w_i x_{ij} = 1$$  (5)

$$\mu_r . w_i \geq 0$$  (6)

In this regard, the change of variables is as follows:

$$\mu_r = \frac{u_r}{\sum_{i=1}^{m} v_r x_{ij}} \ . \ W_i = \frac{v_i}{\sum_{i=1}^{m} v_r x_{ij}}$$  (7)

The DEA method can successfully divide decision making units into two groups of efficient units (efficiency values equal to one) and ineffective units (efficiency values less than one). Using this method, inefficient units are ranked, but it is not possible to rank efficient units with this method [27]. In order to solve this problem, researchers have proposed different methods. They presented the (AP) method for ranking efficient units, which makes it possible to determine the most efficient unit, by using this method, the score of efficient units can become a number greater than one, as a result, an overall ranking is provided for efficient and ineffective units. In this article, the Anderson-Peterson (AP) method is used, for this purpose, it is enough to consider the units whose efficiency value is equal to one in the first-order solution of the CCR model, and
by removing the limitation related to that unit from the total limitations of the first-order solution of the CCR model, it is solved again for that unit. By performing this operation, the ranking of all effective units will be achieved.

3. Methodology

This article aims to compare the road sections in terms of accident proneness through the method of data envelopment analysis. Data envelopment analysis performs the relative efficiency of decision-making units based on the amount of produced outputs and consumed inputs. Efficiency is the ratio of outputs to inputs. Here, the output refers to the number of accidents on the road section in question, and the input refers to the factors affecting accidents that exist on the road section under investigation. In order to use the data envelopment analysis method, it is necessary to have decision-making units with similar functions. Considering that the type of road specifications as input and accidents as output for each segment are similar to other segments, each segment of the road is considered as a decision unit. In this article, road segmentation approach is considered to create units with similar functions. The purpose of ranking road sections is ultimately to help in the optimal allocation of resources and appropriate policies to improve safety. Therefore, since the DEA model examines risk indicators (the number and severity of accidents) with the involvement of road characteristics, it can provide a more comprehensive approach in policy making and planning.

In section 3-1, the factors affecting accidents are reviewed and in section 2-3, the case study and the method of data collection are explained. In the following, the methodology of road segmentation and identification of homogeneous parts, factors affecting accidents (model input) and accident criteria (model output) and the use of data coverage analysis to identify and compare accident-prone parts are explained.

3.1. Road accident factors

Identifying accident-prone parts requires knowing the factors affecting the occurrence of accidents. Of course, it should be noted that the factors in this discussion are factors that are dependent on the location and hence factors such as special weather conditions, the condition of the driver and the type of vehicle we are considering. Based on previous researches [28,29], the characteristics that can be considered to evaluate the safety performance of the route are: average daily traffic (ADT), curvature (length and radius), straight route length, cross section characteristics (lane width, shoulder width), density of accessible routes, roadside hazards, sight distance, road slope, pavement condition, speed limit.

3.2. Data collection

In general, the required information includes road specifications, traffic and accident information. The study was carried out on a sample of 144.4 kilometers of Khorasan-Razavi province roads, including two-lane two-way sections of the Mashhad-Kalat and Mashhad-Freeman axes. The details of the route plan were obtained from the Mashhad Road and Transport Department. Unfortunately, due to the oldness of the mentioned routes, there have been changes over the years in these routes that have not been recorded, for this reason, the visit was carried
out using the movement mode of the GPS device to collect horizontal location information and compare it with the maps.

These investigations were done by driving on the extreme right side of the lane at an average speed of 50 km/h. Fortunately, in these roads, the changes in the horizontal plan in the sections of the two-way lanes were limited only in some points to the line deviation, which was also observed in the field in a separate visit. Roadside risk, number of approaches, sections with speed limit and pavement quality index were taken by field visits by road experts. The information related to the vertical curves and their interference with the horizontal curve was omitted due to the lack of access to the longitudinal profile maps of the routes and the functional speed factor of the vehicles at different times due to the lack of speed recording equipment.

3.3. Route segmentation

Until now, several researchers have attempted to estimate accident models using the road segmentation approach [26,28]. However, many of these studies have solely focused on road sections with fixed lengths or those between two primary intersections. In contrast, Ref. [30] took a different approach by modeling the road with homogeneous characteristics concerning traffic flow and geometric conditions, such as horizontal curvature degree, width of shoulder and middle island, lane width, and other relevant factors related to accidents. Additionally, Cafiso et al. [28] introduced a comprehensive segmentation method that combines exposure to risk, geometric conditions, compatibility, and conceptual variables associated with safety performance to model accidents.

In this article, cutting the path and identifying homogeneous parts is done based on the factors affecting the accidents. Some of the accident factors that can be used for this purpose are:

- Average daily traffic (ADT).
- The width of the movement lines and height
- Speed limit
- Curvature change rate
- Pavement condition

The amount of ADT of each route is known, and the beginning and end of sections with a change in width or speed limit can be determined by field visit and its amount can be measured. The curvature change rate is determined from the specifications of the horizontal plan, which can be defined for each section as follows [31]:

\[
CCR_{sec} = \frac{\sum_{i=1}^{n} |\gamma_i|}{L}
\]

(8)

In which \(\gamma_i\) is the angle of deviation for \(i\)th arc in the length of \(L\). To obtain sections with homogeneous CCR, cumulative deviation angles \(Y\) are plotted in terms of kilometers and then smooth trend lines are fitted. The CCR value for each given segment is equal to the slope of the drawn line. This definition is shown in Figure 1 based on a sample of information collected for the present study.
In (Anastasopoulos et al., 2008) [32] is shown that the condition of the pavement in terms of driving quality and slippage is effective on the rate of accidents. In this research, the road was divided into homogeneous parts based on the level of surveillance level of 7. The scoring method is based on the AASHTO method [33]. The inspectors score the condition of the road pavement between zero (very poor) and five (very good). First, sections with a fixed length of 500 meters are considered, and sections with similar scores are combined with others, and larger sections are obtained. It should be noted that in places where the quality of the pavement has changed significantly, the length of 500 meters has not been observed, and sections with a shorter length have also been considered. Also, due to the lack of access to friction measurement devices, this factor has been omitted. Based on the change of each of the above factors, homogeneous road sections can be defined in such a way that a homogeneous section is a section where the mentioned factors do not change in that section.

3.4. DEA model inputs

The inputs of the data envelopment analysis model are the characteristics of the decision-making unit and effective on the output, which include the variables used for segmentation and other characteristics that are calculated for each segment separately. These features include:

- The length of the piece
- Curvature ratio
- Direct path ratio
- Roadside hazard index
- Access density
- Proportion of prohibited overtaking areas

The ratio of the distance from the population centers at the beginning and end of the route.
The segment length is obtained at each segmentation stage. According to the horizontal geometric plan of the track, the curvature ratio (CR) and the straight track ratio (TR) are calculated as follows:

\[ CR = \frac{\sum_{j=1}^{M} L_{cj}}{L_{HS}} \]  

\[ TR = \frac{\text{MAX}_{e=1}^{N}(L_{Te})}{L_{HS}} \]  

$L_{HS}$ is the total length of the homogeneous piece, $L_{cj}$ is the $j$th arc length in a homogeneous piece with $M$ arc, $L_{Te}$ is the length of $e$th straight path in a homogeneous section where there are $N$ straight paths.

Cafiso et al. [28] have presented a Roadside Hazard Index (RHS) for use in 200-meter sections of road. In this index, a score (0 = absent, 1 = low risk, 2 = high risk) is assigned to 5 roadside hazards (embankments, bridges, entrance nose and the transfer area of guardrails, trees and other rigid obstacles) to the right and left side separately. Then the weighted average of 5 factors can be calculated as follows:

\[ RSH_i = \frac{\sum_{k=1}^{2} \text{MAX}(\text{score}_{ijk} \times \text{weight}_{j})}{2} \]  

so that $k$ is the direction of visit (1=right, 2=left) and the score of items $i$ and $j$ in the $i$th unit of visit is in the direction of $k$. The relative weight of the first item on the side of the road is based on AASHTO accident severity indicators, which are:

- 3 for embankments,
- 5 for bridges,
- 4 for inlet nose and guardrail transition area,
- 2 for trees and other rigid obstacles,
- 1 for culverts.

This order of roadside risk is evaluated by safety inspectors for 200-meter segments using the designed zero-level check, and then for each of the homogeneous segments, its average value is considered as the cross-sectional risk index.

The density of accesses and the proportion of prohibited overtaking areas are respectively obtained by dividing the number of access roads and the total length of prohibited overtaking areas by the length of the entire plot. Due to the presence of concentrated and various industrial and recreational uses on the side of the roads near the cities, there are more factors of distraction, flow volume and traffic chaos, therefore, Ayati [34] researches show that the rate of accidents has an inverse ratio with the logarithm of the distance from the city. Therefore, in order to give effect to the different importance of the beginning and the end of the route, the index related to the ratio of the distance from the population centers of the beginning and the end of the route is defined as follows:

\[ DCI = \frac{P_a \times \log D_b + P_b \times \log D_a}{(\log(D_b + D_a)) \times (P_a + P_b)} \]  

where in $DCI$ is ratio of the distance from population centers at the beginning and end of the route $D_a$ and $D_b$ are the distance between the center of the piece and the beginning and end of the route (cities a and b). $P_a$ and $P_b$ are population of cities a and b in a population case study. Each city is obtained from the results of the population and housing census of 2015.
3.5. DEA model outputs

For each of the homogeneous components, the output in the DEA model is the number of accidents. However, in addition to the frequency of accidents, one of the factors that are effective in identifying a place as a high accident spot is the severity of the accidents that occurred in that place. Different researchers have mentioned different coefficients in their studies for the ratio of importance or severity of damage, injury and death accidents. For example, the Belgian Ministry of Transport uses ratios of 1, 3, and 5 for damage, injury, and death accidents, and the Portuguese Road Administration uses ratios of 100, 10, and 1 feet, severe injury, and minor injury. Road and Transport Department of Khorasan Province uses coefficients 1, 3, and 5 for damage, injury, and death accidents in order to identify accident-prone points, and any point that gets a total score of more than 30 is considered as an accident-prone point. Ref. [35] by examining various relationships according to the current conditions of accident reporting and safety culture in Iran, has emphasized the use of the same ratios of 1, 3, and 5 for damage, injury, and death accidents. In this research, using these coefficients, the weighted index of accidents has been calculated as an output in the DEA model for each part.

4. Scoring and prioritizing road sections

A part of Mashhad-Kalat and Mashhad-Fariman two-lane road with a length of 144.4 kilometers was considered as a case study. In general, 154 homogeneous parts of 144.4 kilometers were obtained in the selected routes, the longest part is 5 kilometers long and the shortest part is 0.15 kilometers. In the current research, it is assumed that each of the 154 road sections obtained by the method defined in section 3-3 are decision making units. In these decision-making units, the input variables are the length of the segment (X1), the condition of the pavement (X4), the ratio of the straight path (X3), the ratio of curvature (X2), the speed limit (X6), the width of the movement lines and shoulders (X5), the ratio of overtaking areas (X8), access density (X7), curve change rate (X10), roadside risk index (X9), distance index from population centers (X11) and average daily traffic volume (X12) and output variable, weighted index of accidents (Y1) , (1, 3 and 5 for damage, injury and death accidents respectively) and an example of these values can be seen in Table 1. For example, segment No. 1 of the Mashhad-Kalat axis has a length of 1000 meters, curvature ratio, 0.208, straight line ratio, 0.427 degree, current level of pavement (PSR) 3.8, width of movement lines and shoulders 7.3 meters, speed limit 80 hr/km, density of accesses, 0.003 ratio of overtaking areas, 0.101 road side danger index, 4 curvature change rate, 0.009 distance index from population centers 0.998 and average daily traffic volume 1500 vehicle per day and the output variable, the weighted index of accidents is 32.

Since the occurrence of an accident is an undesirable factor, therefore, an inefficiency index is defined for each part instead of an efficiency index. The inefficiency (score) of each unit is calculated using the CCR model for each of the road parts (DMUs) and in the next step, the rank of the units with inefficiency equal to one is also calculated using the AP method. Based on the results, the sections with the highest level of inefficiency are considered as the most accident-
prone units on the road, and on this basis, the prioritization of the road sections becomes possible.

CCR model was programmed using Excel spreadsheet software and was used to calculate the inefficiency of different road parts. In Figure (2), the results of calculating the inefficiency of 154 road sections with this method are presented. Then, the sections with an inefficiency of 1 were ranked using the AP method, and the results for these sections can be seen in Table No. (1). For example, the level of inefficiency or risk-creating potential of part 1 in comparison with other parts was 63.2, which according to this score is placed in the fifth priority for safety or improvement. It is worth mentioning that according to the level of budget allocated for the safety of routes, high-accident points can be selected in order of priority.

![Fig. 2. The level of inefficiency of road parts.](image)

In Table 1, road sections with an inefficiency rate greater than one are shown, among these 18 sections, 7 sections are related to the Freeman-Mashhad route and 11 sections are related to the Mashhad-Kalat route. Also, in order to compare the two roads Mashhad-Kalat and Mashhad-Fariman, the mean of their inefficiency was calculated, which was 1.10 for the Fariman-Mashhad road and 0.47 for the Mashhad-Kalat road, which indicates that the Freeman route is more critical than the Kalat. Figure (3) shows the level of ineffectiveness of road parts against the weighted index of accident frequency (method of road and transportation administration). Although in the method used by the road administration, the length of the accident-prone point is not specified, but in order to compare with the proposed methods, The rate of weighted accidents of each piece was calculated. In the road administration method, the points that have an accident frequency index higher than 30 are introduced as accident-prone points, while in the proposed method, a higher level of inefficiency indicates that the part is accident-prone. According to the figure, a large number of parts simultaneously have a weight index of less than 30 and an inefficiency value of less than one.
Fig. 1. The inefficiency values of parts by AP method against the weighted index of accident frequency.

Although a number of parts are classified as accident-prone parts in both methods, but a part like part No. 3, despite the high accident weighted index, has a low inefficiency, which shows that compared to other parts, it had a good performance according to its specifications. On the contrary, in parts such as 84 and 133, which have a low accident weight index and high inefficiency, their relative performance is not suitable according to their specifications, and the number and severity of accidents was expected from them. In the previous method, points like plot 3 may be secured and introduced again in the following years as an accident-prone point, and points like plot 84 may never be introduced as an accident-prone point, while with the proposed method, this point is taken into consideration and the amount of accidents may be completely eliminated by spending a small amount of money.

The accuracy and reliability of this method in identifying accident-prone places can be checked by the economic evaluation of the benefits of the points improved by this method with another method. Using this method in evaluating road safety in combination with other methods can provide more appropriate analyses.

Table 1.
Prioritization of accident-prone parts using AP method.

<table>
<thead>
<tr>
<th>Sec Number</th>
<th>Route</th>
<th>Mileage from the beginning</th>
<th>End mileage</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$X_5$</th>
<th>$X_6$</th>
<th>$X_7$</th>
<th>$X_8$</th>
<th>$X_9$</th>
<th>$X_{10}$</th>
<th>$X_{11}$</th>
<th>$X_{12}$</th>
<th>$Y_1$</th>
<th>Inefficiency</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kalat</td>
<td>0</td>
<td>1000</td>
<td>1000</td>
<td>0.208</td>
<td>0.109</td>
<td>3.8</td>
<td>7.3</td>
<td>80</td>
<td>0.003</td>
<td>0.101</td>
<td>4</td>
<td>0.009</td>
<td>0.958</td>
<td>1500</td>
<td>32</td>
<td>2.63</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Kalat</td>
<td>1000</td>
<td>4400</td>
<td>3400</td>
<td>0.325</td>
<td>0.254</td>
<td>3.6</td>
<td>7.3</td>
<td>80</td>
<td>0.009</td>
<td>0.835</td>
<td>6.2</td>
<td>0.009</td>
<td>0.980</td>
<td>1500</td>
<td>2.7</td>
<td>1.44</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Kalat</td>
<td>6000</td>
<td>6900</td>
<td>900</td>
<td>0.145</td>
<td>0.186</td>
<td>3.6</td>
<td>7.5</td>
<td>80</td>
<td>0</td>
<td>5.2</td>
<td>0.009</td>
<td>0.980</td>
<td>1500</td>
<td>45.5</td>
<td>2.39</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Kalat</td>
<td>7900</td>
<td>12900</td>
<td>5000</td>
<td>0.254</td>
<td>0.352</td>
<td>3.8</td>
<td>7.2</td>
<td>80</td>
<td>0.004</td>
<td>0.201</td>
<td>7.1</td>
<td>0.011</td>
<td>0.960</td>
<td>1500</td>
<td>20.22</td>
<td>2.98</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>Kalat</td>
<td>14091</td>
<td>13400</td>
<td>691</td>
<td>0.325</td>
<td>0.452</td>
<td>4.2</td>
<td>7.3</td>
<td>95</td>
<td>0</td>
<td>0.786</td>
<td>6</td>
<td>0.009</td>
<td>0.962</td>
<td>1500</td>
<td>3.4</td>
<td>1.8</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>Kalat</td>
<td>18800</td>
<td>19800</td>
<td>1000</td>
<td>0.178</td>
<td>1</td>
<td>3.8</td>
<td>9.2</td>
<td>80</td>
<td>0.009</td>
<td>1</td>
<td>6</td>
<td>0.015</td>
<td>0.970</td>
<td>1500</td>
<td>10.55</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>21</td>
<td>Kalat</td>
<td>25300</td>
<td>25800</td>
<td>500</td>
<td>0</td>
<td>1</td>
<td>3.6</td>
<td>12.3</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.009</td>
<td>0.980</td>
<td>1500</td>
<td>2.2</td>
<td>1.14</td>
<td>9</td>
</tr>
<tr>
<td>23</td>
<td>Fariman</td>
<td>400</td>
<td>1400</td>
<td>1000</td>
<td>0.388</td>
<td>0.345</td>
<td>3</td>
<td>16.5</td>
<td>95</td>
<td>0.003</td>
<td>0.4</td>
<td>5</td>
<td>0.001</td>
<td>0.965</td>
<td>11821</td>
<td>12.6</td>
<td>1.34</td>
<td>8</td>
</tr>
<tr>
<td>42</td>
<td>Fariman</td>
<td>1400</td>
<td>1800</td>
<td>400</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>9.7</td>
<td>50</td>
<td>0.025</td>
<td>0.2</td>
<td>6</td>
<td>0.001</td>
<td>0.980</td>
<td>11821</td>
<td>15</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>66</td>
<td>Fariman</td>
<td>1800</td>
<td>2600</td>
<td>600</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>9.7</td>
<td>45</td>
<td>0.004</td>
<td>0.75</td>
<td>6</td>
<td>0.001</td>
<td>0.950</td>
<td>11821</td>
<td>15</td>
<td>3.29</td>
<td>1</td>
</tr>
<tr>
<td>84</td>
<td>Fariman</td>
<td>8900</td>
<td>9900</td>
<td>1000</td>
<td>0</td>
<td>1</td>
<td>4.2</td>
<td>9.7</td>
<td>50</td>
<td>0.010</td>
<td>0.5</td>
<td>6</td>
<td>0.001</td>
<td>0.980</td>
<td>11821</td>
<td>2.7</td>
<td>2.71</td>
<td>3</td>
</tr>
<tr>
<td>130</td>
<td>Fariman</td>
<td>12400</td>
<td>1000</td>
<td>1000</td>
<td>0</td>
<td>1</td>
<td>3.8</td>
<td>9.7</td>
<td>55</td>
<td>0.005</td>
<td>0.7</td>
<td>4.5</td>
<td>0.009</td>
<td>0.980</td>
<td>11821</td>
<td>15.2</td>
<td>1.35</td>
<td>7</td>
</tr>
<tr>
<td>132</td>
<td>Fariman</td>
<td>13400</td>
<td>1000</td>
<td>1000</td>
<td>0</td>
<td>1</td>
<td>4.2</td>
<td>9.7</td>
<td>45</td>
<td>0.001</td>
<td>0.45</td>
<td>6</td>
<td>0.005</td>
<td>0.940</td>
<td>11821</td>
<td>15</td>
<td>1</td>
<td>13</td>
</tr>
</tbody>
</table>
5. Machine learning based model

Machine learning based models, with a focus on artificial neural networks, are computational models inspired by the structure and functioning of the human brain. These models are designed to learn patterns and relationships from data and make predictions or decisions without being explicitly programmed. Artificial neural networks (ANNs) are a specific type of machine learning model commonly used in various applications. They are composed of interconnected nodes, called artificial neurons or simply "neurons." These neurons are organized in layers: an input layer, one or more hidden layers, and an output layer. Each neuron receives input signals, applies a mathematical transformation to those signals, and produces an output signal that is transmitted to the next layer [36–40].

Training an artificial neural network involves two key phases: forward propagation and backpropagation. During forward propagation, the input data is fed through the network, and computations are performed layer by layer, leading to the generation of an output. The output is then compared to the expected output, and the difference is quantified using a loss function, which measures the network's performance. Backpropagation is the process of updating the network's parameters (weights and biases) based on the calculated loss. It involves propagating the error backwards through the network, adjusting the parameters in a way that reduces the loss. This iterative process is performed over multiple training examples until the network converges to a state where the predictions align closely with the desired outputs. The strength of artificial neural networks lies in their ability to learn complex, non-linear relationships from large amounts of data. They excel at tasks such as image and speech recognition, natural language processing, and recommendation systems. The hidden layers in ANNs enable them to capture and represent hierarchical features in the data, allowing for sophisticated pattern recognition. However, artificial neural networks also come with challenges. They require substantial amounts of labeled training data to generalize well and avoid overfitting. Additionally, training deep neural networks can be computationally expensive and may require specialized hardware, such as graphics processing units (GPUs) or tensor processing units (TPUs), to speed up the calculations.

Table 2 presents a statistical summary of the dataset utilized for training an artificial neural network (ANN) model. The dataset consists of several input parameters and a target variable, the Weighted index of accidents. The input parameters include the Length of the segment, Ratio of curvature, Ratio of the straight path, Condition of the pavement, Width of the movement lines and shoulders, Speed limit, Access density, Ratio of overtaking areas, Roadside risk index, Curve change rate, Distance index from population centers, and Average daily traffic volume. These parameters provide information about various characteristics of the road segments. The statistical summary in Table 2 showcases key statistics such as minimum, maximum, mean, and standard deviation for each parameter, giving an overview of their range and variability within the dataset. Analyzing this summary can provide insights into the distribution and central tendencies of the input variables, aiding in understanding their potential influence on the target variable, the weighted index of accidents.
Table 2
Statistical summary of the data utilized for ANN modeling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the segment</td>
<td>400.00</td>
<td>5000.00</td>
<td>1463.23</td>
<td>1517.81</td>
</tr>
<tr>
<td>Ratio of curvature</td>
<td>0.00</td>
<td>0.39</td>
<td>0.18</td>
<td>0.14</td>
</tr>
<tr>
<td>Ratio of the straight path</td>
<td>0.11</td>
<td>1.00</td>
<td>0.53</td>
<td>0.27</td>
</tr>
<tr>
<td>Condition of the pavement</td>
<td>3.00</td>
<td>4.20</td>
<td>3.72</td>
<td>0.31</td>
</tr>
<tr>
<td>Width of the movement lines and shoulders</td>
<td>7.20</td>
<td>16.50</td>
<td>10.22</td>
<td>2.73</td>
</tr>
<tr>
<td>Speed limit</td>
<td>45.00</td>
<td>95.00</td>
<td>66.40</td>
<td>16.44</td>
</tr>
<tr>
<td>Access density</td>
<td>0.00</td>
<td>0.10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Ratio of overtaking areas</td>
<td>0.00</td>
<td>1.00</td>
<td>0.45</td>
<td>0.32</td>
</tr>
<tr>
<td>Roadside risk index</td>
<td>4.00</td>
<td>7.10</td>
<td>5.62</td>
<td>0.79</td>
</tr>
<tr>
<td>Curve change rate</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Distance index from population centers</td>
<td>0.95</td>
<td>0.98</td>
<td>0.97</td>
<td>0.01</td>
</tr>
<tr>
<td>Average daily traffic volume</td>
<td>1500.00</td>
<td>11821.00</td>
<td>6727.52</td>
<td>5176.90</td>
</tr>
<tr>
<td>Weighted index of accidents</td>
<td>2.20</td>
<td>45.50</td>
<td>13.72</td>
<td>12.27</td>
</tr>
</tbody>
</table>

Fig. 3 displays the regression values for the training data of an idealized network, along with an error histogram. The regression values represent the predicted output or target variable values generated by the network for the training data. These values are likely compared to the actual target values from the training data to assess the performance of the network. The regression values indicate how well the network is able to approximate or predict the target variable based on the given input data. A good network would produce regression values that closely match the actual target values, indicating a strong predictive capability. The error histogram provides a visual representation of the discrepancies or errors between the predicted regression values and the actual target values. It shows the frequency or distribution of these errors, allowing for an assessment of the network's overall accuracy. A well-performing network would exhibit a histogram with small errors, indicating that the predicted values closely align with the true values.

By examining both the regression values and the error histogram, insights can be gained into the performance and accuracy of the idealized network on the training data. This information helps in evaluating the effectiveness of the network's predictions and identifying areas where improvements might be necessary.

![Fig. 3. Regression values for the training data of the idealized network and error histogram.](image-url)
Fig. 4 displays the performance of the idealized network. It indicates that the network has achieved good results. The term "performance" typically refers to how well the network is performing in terms of its predictive capabilities and accuracy. In this context, it suggests that the idealized network has demonstrated positive outcomes in terms of its ability to make accurate predictions or decisions based on the given input data. The term "good results" implies that the network's performance is satisfactory or meets the desired criteria. This could mean that the network's predictions closely match the actual values of the target variable, indicating a high level of accuracy. It is also possible that the network has achieved a low error rate, indicating minimal discrepancies between the predicted values and the true values. In summary, Fig. 4 signifies that the idealized network has achieved favorable performance, suggesting that it is capable of producing accurate predictions or decisions based on the provided data. The specific details of the figure, such as metrics, visualizations, or numerical values, would provide more precise insights into the nature of the network's performance and the extent of its success.

![Best Validation Performance is 0.075987 at epoch 2](image)

**Fig. 4.** Performance of the idealized network.

Fig. 5 depicts the training procedure of the idealized artificial neural network (ANN). The training procedure refers to the process of optimizing the parameters of the ANN through iterative steps to improve its performance. This optimization is achieved by exposing the network to a set of training data, consisting of input samples with corresponding target values. The specific steps involved in the training procedure can vary, but they generally follow a similar pattern. Here is a typical overview of the training procedure for an ANN:

1. **Initialization:** The network's parameters, such as weights and biases, are initialized with random values or predefined initializations.

2. **Forward Propagation:** The training data is fed into the network, and the input signals are propagated forward through the layers. The network computes outputs based on the current parameter values.
3. Loss Calculation: The computed outputs are compared to the corresponding target values from the training data, and a loss function is used to quantify the discrepancy between the predicted and actual values.

4. Backpropagation: The error or loss from the previous step is propagated backward through the network. The network calculates gradients, which represent the sensitivity of the loss with respect to the parameters.

5. Parameter Update: The network's parameters (weights and biases) are updated based on the calculated gradients. Various optimization algorithms, such as gradient descent, are commonly used to determine the appropriate updates.

6. Iteration: Steps 2-5 are repeated for multiple iterations or epochs. The network continues to refine its parameters, gradually minimizing the loss and improving its predictive capability.

The training procedure aims to find the optimal set of parameters that minimize the discrepancy between the predicted outputs of the network and the target values. This iterative process allows the network to learn patterns, relationships, and representations in the training data, enabling it to make accurate predictions on new, unseen data. The details and specific visualizations within Fig. 5 would provide a more comprehensive understanding of the training procedure of the idealized ANN, including information about convergence, learning curves, or other metrics used to assess the network's progress and performance throughout the training process.

![Figure 5](image)

**Fig. 5.** Training procedure of the idealized ANN.

Table 3 presents the weights of the idealized artificial neural network (ANN) for all hidden layers. The weights play a crucial role in determining the strength of connections between neurons within the network. They represent the numerical values assigned to these connections, indicating their influence on the network's computations. By analyzing the weights in Table 3, valuable insights can be gained regarding the network's architecture and information flow within the hidden layers. The specific values of the weights provide an understanding of the network's
decision-making process and the importance of each neuron in the overall computations. These weights are typically learned during the training process, where the network adjusts them to minimize the discrepancy between predicted outputs and target values. The optimized weights enable the network to capture complex relationships within the input data and make accurate predictions or classifications. Overall, Table 3 provides a glimpse into the inner workings of the idealized ANN, shedding light on the significance of the weights in its functioning.

Table 3
Weights of the idealized ANN for all hidden layers.

<table>
<thead>
<tr>
<th>W1</th>
<th>W2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.263</td>
<td>-0.444</td>
</tr>
<tr>
<td>-0.335</td>
<td>-0.352</td>
</tr>
<tr>
<td>0.022</td>
<td>-0.105</td>
</tr>
<tr>
<td>0.814</td>
<td>-0.993</td>
</tr>
<tr>
<td>-0.209</td>
<td>-0.501</td>
</tr>
<tr>
<td>-0.314</td>
<td>0.167</td>
</tr>
<tr>
<td>0.537</td>
<td>-0.720</td>
</tr>
<tr>
<td>-0.313</td>
<td>-0.364</td>
</tr>
<tr>
<td>0.542</td>
<td>-0.389</td>
</tr>
<tr>
<td>0.101</td>
<td>0.477</td>
</tr>
<tr>
<td>0.572</td>
<td>0.899</td>
</tr>
<tr>
<td>-0.688</td>
<td>0.270</td>
</tr>
<tr>
<td>0.185</td>
<td>-1.010</td>
</tr>
<tr>
<td>-0.160</td>
<td>0.540</td>
</tr>
<tr>
<td>-0.043</td>
<td>0.092</td>
</tr>
<tr>
<td>-0.667</td>
<td>0.319</td>
</tr>
<tr>
<td>0.488</td>
<td>0.646</td>
</tr>
<tr>
<td>-0.392</td>
<td>0.821</td>
</tr>
<tr>
<td>-0.132</td>
<td>0.375</td>
</tr>
<tr>
<td>0.362</td>
<td>0.032</td>
</tr>
<tr>
<td>-0.541</td>
<td>0.653</td>
</tr>
<tr>
<td>-0.191</td>
<td>0.343</td>
</tr>
<tr>
<td>0.654</td>
<td>0.956</td>
</tr>
<tr>
<td>0.457</td>
<td>0.216</td>
</tr>
<tr>
<td>-0.357</td>
<td>0.183</td>
</tr>
<tr>
<td>0.402</td>
<td>0.415</td>
</tr>
<tr>
<td>1.050</td>
<td>-0.511</td>
</tr>
<tr>
<td>1.184</td>
<td>0.491</td>
</tr>
<tr>
<td>0.489</td>
<td>0.255</td>
</tr>
</tbody>
</table>

Fig. 6 reveals insightful information regarding the relative importance of input parameters on the weighted index of accidents. Among the factors considered, namely the Ratio of curvature,
Length of the segment, and Condition of the pavement, these parameters emerge as the most influential in determining the severity and occurrence of accidents. The Ratio of curvature denotes the degree of road curvature in proportion to its length, where a higher ratio indicates an increased accident risk. Meanwhile, the Length of the segment represents the distance covered by a specific road segment, and variations in its characteristics can impact accident likelihood. Equally significant is the Condition of the pavement, which highlights the crucial role of well-maintained road surfaces in promoting safety. By recognizing these parameters as the most vital, the findings from Fig. 6 emphasize the importance of proactive measures in improving road design, considering appropriate segment lengths, and prioritizing pavement maintenance. Addressing these influential factors has the potential to significantly reduce accidents and enhance overall road safety standards.

![Fig. 6. Relative importance of the input data on weighted index of accidents.](image)

6. Conclusions

Quantifying qualitative factors using modeling is one of the methods used in managerial decision making. The good results obtained from these methods in planning affairs have caused more tendency to use them. Based on this, in this article, a new method for entering the environmental, traffic and geometric characteristics of the road was presented in order to identify accident-prone parts, in such a way that the road is divided into units or parts with homogeneous physical characteristics, and as a result, a decision about the safety situation is made on the units with
specific characteristics. This method considers accidents according to the interaction of the components that lead to it. Also, instead of points, it introduces a length of the route with known characteristics that can be improved in this specific interval.

The application of linear programming within the framework of data envelopment analysis enables a method for comparing road segments, intersections, areas, or entire routes in the domain of road safety organizations concerning the safety of other roads. In this current research, a novel approach was employed to determine the relative inefficiency of 154 road sections, introducing a new perspective in terms of defining input and output indicators based on the data envelopment analysis method for prioritizing road sections. The case study demonstrated that the existing method overlooked several sections despite their inadequate efficiency, whereas more favorable outcomes could be achieved with a relatively small investment. Consequently, this method provides scores (inefficiency) that facilitate appropriate ranking and prioritization of road segments, leading to better allocation of resources for enhancing road safety.

In addition to the data envelopment analysis, the study also incorporates artificial neural networks (ANNs) for further analysis of road safety. An idealized ANN model is developed, utilizing a database of various input parameters related to road segments, with the weighted index of accidents as the target variable. The results obtained from the ANN modeling reveal the relative importance of different parameters in determining accident severity. Factors such as the Ratio of curvature, Length of the segment, and Condition of the pavement are identified as the most influential. These findings provide valuable insights into the significant contributors to accidents and inform targeted interventions to mitigate risks.

By combining the data envelopment analysis and ANN modeling, this study presents a comprehensive approach to quantifying qualitative factors and analyzing road safety. The integration of these methods allows for a more holistic understanding of accident-prone areas and provides valuable guidance for decision-makers in resource allocation and risk mitigation strategies. Further research can explore the synergies between these techniques and other methodologies to enhance road safety practices and outcomes.
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