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The capability of various machine learning techniques in predicting 

construction project profit in residential buildings using a 

combination of economic variables and indices (EV&Is) and 

physical and financial variables (P&F) as input variables remain 

uncertain. Although recent studies have primarily focused on 

identifying the factors influencing the sales of construction projects 

due to their significant short-term impact on a country's economy, 

the prediction of these parameters is crucial for ensuring project 

sustainability. While techniques such as regression and artificial 

neural networks have been utilized to estimate construction project 

sales, limited research has been conducted in this area. The 

application of machine learning techniques presents several 

advantages over conventional methods, including reductions in 

cost, time, and effort. Therefore, this study aims to predict the sales 

valuation of construction projects using various machine learning 

approaches, incorporating different EV&Is and P&F as input 

features for these models and subsequently generating the sales 

valuation as the output. This research will undertake a comparative 

analysis to investigate the efficiency of the different machine 

learning models, identifying the most effective approach for 

estimating the sales valuation of construction projects. By 

leveraging machine learning techniques, it is anticipated that the 

accuracy of sales valuation predictions will be enhanced, ultimately 

resulting in more sustainable and successful construction projects. 

In general, the findings of this research reveal that the extremely 

randomized trees model delivers the best performance, while the 

decision tree model exhibits the least satisfactory performance in 

predicting the sales valuation of construction projects. 
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1. Introduction 

Different investment decisions are associated with high returns, such as real estate, which is 

considered one of the most profitable and sustainable choices [1,2]. The evaluation of real estate 

in any region is based on the assessment of multiple factors, including the ongoing condition of 

the economy and the value of money [3]. In addition to that, the prevalence of the application of 

real estate is significantly governed by the expansion of the population and the prompt 

urbanization due to the necessity of investigating the obtainability, supply, and demand of 

housing in order to provide the requirements caused by the growth of urbanization and 

population [4,5]. Hence, the need for adequate and accurate housing price estimation is crucial 

for various aspects, including demand, development, investment, evaluations, and tax inspections 

of housing prices [6,7]. The existence of real estate valuation in many aspects caused the 

development of diverse methods for forecasting fluctuating housing prices [8–10]. To overcome 

the undesirability of this type of inaccurate prediction, Ibisola et al. [11] suggested the need for 

precise, safe, and objective identification of the real estate values for the social economy of any 

nation. As a result, the interest in predicting housing prices has increased remarkably over the 

last decades where different estimation models were developed to close the information gap, 

enhance the performance and effectiveness of the real estate market, and establish specific 

standards and clear processes for providing far better comprehension of the complex mechanisms 

of the housing market [12]. Nonetheless, establishing a general model for predicting housing 

prices is still challenging or even unachievable to the difficulty in determining the interaction 

between the social, economic, and financial parameters [13]. The recent use of various 

computational methods and optimized algorithms, such as mathematical and automated valuation 

models in the real estate industry, to predict prices have increased considerably [14–17]. In 

general, the applications of regression, stochastic, and neural network approaches in estimating 

housing prices have recently gained popularity [18,19]. Rafiei and Adeli [20] studied using a 

neural network, particularly the Deep Belief Restricted Boltzmann Machine (DRBM) with a 

dataset with a sample size of 500 training and testing points to estimate the real estate sale price 

evaluation. The limitation of the study is the narrow evaluation of the model in one locality; 

hence, the model needs to be evaluated in other localities. Moreover, Kim et al. [21] predicted 

the construction cost of residential buildings using applied back-propagation neural networks 

(BPNNs) incorporating genetic algorithms (GAs) with collected data for 530 residential 

buildings. The limitations of the study include the computational complexity and overfitting of 

the data. However, the capability of various machine learning in predicting construction project 

profit in residential buildings using various economic variables and indices (EV&Is) as well as 

physical and financial variables (P&F) as input variables, are still unclear. Moreover, the main 

focus of recent studies has been on identifying the parameters that impact the sales of 

construction projects. This is because these parameters significantly influence any country's 

economy in the short term. Predicting these parameters is essential for ensuring the sustainability 

of the project. While techniques such as regression and ANN have been used to estimate 

construction project sales, very few studies have been conducted on this topic. The use of 

machine learning techniques has several advantages over traditional methods, including cost, 

time, and effort reduction. Therefore, this paper aims to predict the sales valuation of 
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construction projects using different machine learning approaches. Various economic variables 

and indices will be used as inputs to the machine learning models to generate the sales valuation 

as the output. The paper will compare and investigate the efficiency of these machine learning 

models to determine the most efficient one for estimating the sales valuation of construction 

projects. By using machine learning techniques, the accuracy of sales valuation predictions is 

expected to increase, ultimately leading to more sustainable and successful construction projects. 

The structure of the paper is divided as follows: Section 2 provides a literature review of the 

paper; Section 3 discusses the research methodology of the study; Section 4 provides the results 

and discussions of the study; Section 5 provides the main conclusions of the paper. 

2. Literature review 

Machine learning is a subfield of artificial intelligence that focuses on developing algorithms and 

statistical models that can automatically learn and improve from data without being explicitly 

programmed. The use of machine learning has become increasingly popular in various industries, 

such as healthcare, finance, and transportation, due to its ability to discover hidden patterns and 

make accurate predictions from large datasets. There are different types of machine learning 

techniques, such as supervised, unsupervised, and reinforcement learning, each with its own 

strengths and weaknesses [22]. Supervised learning involves training the model on labeled data 

to predict new outputs, while unsupervised learning involves finding hidden patterns without 

needing labeled data. Reinforcement learning involves learning through trial and error by 

rewarding the model for making the correct decision. Some of the commonly used machine 

learning models include linear regression, logistic regression, decision trees, random forests, 

neural networks, Naive Bayes, K-Nearest Neighbors, gradient boosting, clustering, and 

dimensionality reduction. However, there are various important and popular machine learning 

models, including Stochastic Gradient Descent Regression (SGD), Support Vector Regressor 

(SVR), Decision Tree (DT), Random Forest (RF), Extremely Randomized Trees (ETR), 

Adaptive Boosting (Ada), Stochastic Gradient Boosting (GB), Histogram-Based Gradient 

Boosting (HGB), and eXtreme Gradient Boosting (XGB). Stochastic Gradient Descent 

Regression (SGD) is a popular optimization algorithm used in machine learning for training 

linear models, particularly in large-scale settings such as Finance, Healthcare, and Robotics. 

Manogaran and Lopez [23] investigated the implementation of SGD in developing scalable 

sensor data for healthcare applications, and they concluded that the accuracy is approximately 

82%. Moreover, Chakraborty et al. [24] compared six machine learning algorithms and 

concluded hybrid light gradient boosting and natural gradient boosting models reflected the best 

performance in predicting construction cost. Support Vector Regressor (SVR) is a type of 

machine learning algorithm used for regression tasks. Additionally, SVR is commonly used in 

various applications such as finance, engineering, and environmental science, where it is used for 

tasks such as predicting stock prices, estimating engineering properties, and modeling 

environmental variables. A study performed by Raghavendra and Deka [25] regarding the 

utilization of SVR in the field of hydrology concluded that SVR showed adequate efficiency in 

different applications, including the prediction of rainfall, water level, and flood. Zahariev et al. 

[26] studied the relationship between macroeconomic factors and indicators related to bank 



4 Y. Alzubi/ Journal of Soft Computing in Civil Engineering 8-1 (2024) 1-32 

 

profitability using Support Vector Regressor. Another machine learning model is the Decision 

Tree (DT), an algorithm used for classification and regression tasks by constructing a tree-like 

model of decisions based on the features of the input data. The applications of DT are numerous 

such as finance, marketing, and healthcare, for tasks such as credit scoring, customer 

segmentation, and disease diagnosis. DT model was incorporated into medical diagnostics to 

assist experts in making critical decisions with satisfactory accuracy [27]. Furthermore, Höppner 

et al. [28] proposed a new churn model named ProfTree, which utilizes advanced DT for 

optimizing the expected maximum profit measure for customer churn (EMPC). Random Forest 

(RF) is a machine learning algorithm used for classification and regression tasks. RF works by 

constructing multiple decision trees, each trained on a randomly selected subset of the input data 

and features. Various applications of the RF model can be listed, including bioinformatics, 

marketing, and environmental science. A study investigating the performance of the RF model in 

forecasting the stock market price was conducted, and the results reflected the remarkable ability 

of RF [29]. Zhu et al. [30] investigated the performance of the RF algorithm based on fuzzy 

mathematics to develop a primary investment strategy portfolio for the VR industry. Extremely 

Randomized Trees (ETR) is an ensemble learning technique used in machine learning for 

classification, regression, and other tasks. Overall, ETR is a powerful and flexible ensemble 

learning algorithm that can be used for various machine learning tasks, from classification and 

regression to outlier and anomaly detection. There are widespread applications of the ETR 

model, such as image classification, drug discovery, and anomaly detection. Shang et al. [31] 

studied the performance of ETR in estimating the latent heat flux for evaluating surface water 

and energy balance. Egwim et al. [32] developed hyperparameter-optimized predictive models, 

including ETR, and showed adequate performance in estimating construction project delay. 

Adaptive Boosting, commonly known as AdaBoost, is a machine learning algorithm that is used 

for classification and regression problems. AdaBoost is an ensemble learning method that 

combines multiple weak learners to create a strong learner. Furthermore, AdaBoost is a popular 

algorithm for binary classification problems, and it has been used successfully in a variety of 

applications such as face detection, text classification, and bioinformatics. One of the 

applications of the Ada algorithm is the improvement of the detection accuracy of structural 

members based on sensitivity analysis [33]. Ding et al. [34] use the Ada model to evaluate the 

sustainability of photovoltaic projects. It concluded that the Ada model is a tool for developing 

photovoltaic projects. Stochastic Gradient Boosting (GB) is a machine learning algorithm used 

for regression and classification tasks. It is a variant of Gradient Boosting that introduces 

additional randomness to the training process, making it more robust to overfitting and better at 

handling noisy data. Stochastic GB is widely used in online advertising, recommendation 

systems, and credit risk assessment applications. Guelman [35] evaluated the performance of GB 

in modeling and predicting loss cost for auto-insurance. Xiao et al. [36] proposed a technique for 

predicting forward contract costs using the GB model with RMSE equal to 0.1391. Histogram-

Based Gradient Boosting (HGB) is a machine learning algorithm that is used for classification 

and regression tasks. It is a variant of Gradient Boosting that uses histogram-based algorithms 

for efficient feature binning and split finding. HGB has been used successfully in a variety of 

applications, such as online advertising, credit scoring, and customer segmentation. In a study 

performed by Marvin et al. [37] to assess the effectiveness of HGB in detecting the location of 
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water leakage where the results reflected high accuracy in achieving that. Tamim Kashifi and 

Ahmad [38] studied the effectiveness of the HGB model in estimating the severity of car 

accidents with superior results and overall accuracy of 82.5%. Lastly, eXtreme Gradient 

Boosting (XGB) is a popular machine learning algorithm used for regression and classification 

tasks. It is an extension of Gradient Boosting that includes additional features and optimization 

techniques, making it more efficient and accurate. Chang et al. [39] conducted a study by 

deploying XGB to construct a credit risk assessment model for financial institutions where the 

results showed superior performance. Hou and Qin [40] developed 15 significant parameters 

related to the growth of Chinese construction enterprises using the XGB algorithm. 

3. Research methodology 

This section is dedicated to comprehensively describing the various machine learning models 

where the mathematical equations of these models will be discussed. ANN was commonly 

implemented to predict housing prices in the real estate industry. However, the performance and 

efficiency of these machine learning models in estimating the sales profit of real estate projects 

through comparative assessment of the findings of these models in order to indicate the best one. 

3.1. Utilized database 

All machine learning models were developed using a previous database by Rafiei and Adeli [20] 

for various factors impacting the residential construction project profit. Table 1 and Table 2 show 

details about the P&F and EV&Is factors that were used as input parameters to the machine 

learning. Physical properties refer to the tangible characteristics of the property, such as its size, 

location, condition, layout, and amenities. These physical properties can significantly impact the 

property's value and potential for generating rental income. For example, a property in a 

desirable location with modern amenities and a functional layout may be more valuable and 

attractive to potential renters or buyers than a similar property in a less desirable location with 

outdated features. In addition, financial properties refer to the economic aspects of the property, 

including its rental income, operating expenses, cash flow, and potential for appreciation. These 

financial properties are critical for determining the property's potential return on investment and 

evaluating its performance compared to other investment opportunities. For example, a property 

with a high rental income and low operating expenses may generate higher cash flow and be 

more financially attractive than a property with a lower rental income and higher expenses. 

Accordingly, the project locality variable refers to the geographical area of a real estate project, 

including the neighborhood, surroundings, and amenities of the area where the project is being 

developed. As the name implies, the total floor area of a building refers to the sum of the floor 

area of all its floors, including the ground floor, mezzanine floors, and upper floors. Lot area 

refers to the total area of a land parcel on which a building or structure is built or planned to be 

built. Total preliminary estimated construction cost refers to the approximate total cost of 

constructing a building or structure, as estimated during the preliminary design phase. It includes 

all the direct and indirect costs associated with the construction project, such as labor, materials, 

equipment, permits, fees, and overhead expenses. Equivalent preliminary estimated construction 
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cost refers to the estimated cost of constructing a real estate unit with similar specifications and 

features as the unit being evaluated or compared. This estimation is made using the cost of 

materials, labor, and other expenses needed to construct a unit with similar features, size, and 

location. Duration of construction refers to the estimated time required to complete the 

construction of a building or structure, from the start of the construction phase until its 

completion. The price of the unit at the beginning of the project refers to the estimated selling 

price of a real estate unit when it is first introduced to the market or at the start of the project's 

development phase. This initial price is often based on market research, including factors such as 

the location, size, features, and amenities of the unit, as well as current market conditions, 

demand, and competition. On the other hand, real estate units are affected by a range of 

economic variables and indices that can impact their value, demand, and performance. These 

variables and indices are typically influenced by broader macroeconomic conditions and trends, 

such as interest rates, inflation, economic growth, and employment levels. The number of 

building permits issued refers to the total number of permits issued by a government agency or 

department authorizing the construction, alteration, or renovation of a building or structure 

within a given jurisdiction or area. The total subcontractor's amount of contracts refers to the 

amount paid to subcontractors for work on a construction project during a specified base year. 

This figure is often used as an economic indicator to measure the construction industry's health 

and the subcontractor activity level in a particular region or market. The Producer Price Index 

(PPI) for building materials is an economic indicator that measures the average changes in prices 

received by domestic producers for their output of building materials. The PPI is calculated by 

measuring the price changes of a basket of goods and services that are commonly used in the 

construction industry, such as lumber, cement, steel, and other building materials. The total floor 

area of building permits issued refers to the total amount of floor space approved for construction 

or renovation under the building permits issued during a specified time period. This indicator is 

often used as an economic indicator to measure the level of construction activity in a particular 

area or region. Cumulative liquidity refers to the total amount of liquid assets that a company has 

available over a specified time period. Liquid assets are those that can be easily converted into 

cash, such as cash on hand, short-term investments, and accounts receivable. Private sector 

investment in new buildings refers to the amount of money invested by private companies or 

individuals to construct new buildings or to undertake significant renovations of existing 

buildings. This includes investments in residential, commercial, industrial, and institutional 

buildings, and can be a key driver of economic growth and development. A land price index for 

the base year is a measure of the relative change in the prices of land over a specified time 

period, with the base year typically serving as the reference point. This index is commonly used 

by real estate professionals, developers, and investors to track trends in land prices and assess the 

value of real estate investments. A land price index for the base year is a measure of the relative 

change in the prices of land over a specified time period, with the base year serving as the 

reference point. It is used to track trends in land prices and assess the value of real estate 

investments. The number of loans extended by banks in a time resolution refers to the total 

number of loans approved and disbursed by banks during a specified time period. This can be 

used as an indicator of the level of credit activity and financial liquidity in the economy. The 
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number of loans extended by banks can be measured in various time resolutions, such as daily, 

weekly, monthly, quarterly, or yearly. The time resolution chosen depends on the specific 

purpose for which the data is required. The interest rate for a loan can also be measured in 

various time resolutions, such as daily, weekly, monthly, quarterly, or yearly. The time resolution 

chosen depends on the specific purpose for which the data is required. The average construction 

cost of buildings by the private sector at the time of completion of construction can vary based 

on various factors, such as the type of building, location, size, materials used, and other 

construction-related expenses. Therefore, it can be measured in various time resolutions, such as 

quarterly, annually, or bi-annually. The official exchange rate with respect to dollars refers to the 

value of one country's currency in relation to the US dollar, as set by the country's government or 

central bank. This exchange rate is typically used for official transactions such as trade, 

government payments, and financial reporting. The nonofficial or street market exchange rate 

with respect to dollars refers to the value of a currency in relation to the US dollar, as determined 

by market forces such as supply and demand outside of the official foreign exchange market. 

This type of exchange rate is also known as the black market, parallel, or unofficial exchange 

rate. The Consumer Price Index (CPI) in the base year is a measure of the average price level of 

a basket of goods and services consumed by households in a specific year relative to a designated 

base year. The base year is typically chosen as a reference point for comparison purposes, and 

the CPI in the base year is set to a value of 100. The CPI of housing, water, fuel, and power in 

the base year is a measure of the average price level of a basket of goods and services related to 

housing, water, fuel, and power consumed by households in a specific year relative to a 

designated base year. The base year is typically chosen as a reference point for comparison 

purposes, and the CPI in the base year is set to a value of 100. A stock market index is a 

weighted average of the prices of a basket of stocks that are traded on a stock exchange. Stock 

market indices are used to track the performance of a particular stock market segment, such as 

the entire market, a specific industry, or a group of companies with similar characteristics. 

3.2. Machine learning models 

3.2.1. Stochastic gradient descent regression (SGD) 

Stochastic gradient descent (SGD) is one of the most prevalent optimization methods of machine 

learning which provides the best fitting between predicted and exact outputs by means of 

correlating the factors of the model. In addition, the linear relationship between a single 

dependent parameter and two or more independent parameters is performed using the multiple 

linear regression approach (MLR). An illustration of the utilized mathematical model is provided 

in Eq.1. 

𝑌 = 𝛽𝑋 + 𝜀 (1) 

where 𝑌 = [𝑦1, … , 𝑦𝑛]𝑇 is the dependent variable vector, 𝑋 = [

𝑥1,1 … 𝑥1,𝑘

⋮ ⋱ ⋮
𝑥𝑛,𝑘 … 𝑥𝑛,𝑘

] are the Variable 

independence 𝛽 = [𝛽1, … , 𝛽𝑘]𝑇 is the model's coefficients vector to be estimated; and 𝑛 number 

of observations; 𝜀 = [𝜀1, … , 𝜀𝑘]𝑇 is a random error vector for 𝑘 number of inputs. 
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Table 1 
List of the physical and financial variables (P&F) highlighted by Rafiei and Adeli [20]. 

Project locality 𝑵/𝑨 

Total floor area of the building 𝑚2 

Lot area 𝑚2 

Total preliminary estimated construction cost $ 

Preliminary estimated construction cost 
$

𝑚2
 

Equivalent preliminary estimated construction cost 
$

𝑚2
 

Duration of construction Quarter, month, or week 

Price of the unit at the beginning of the project 
$

𝑚2
 

 

Table 2 

List of the economic variables and indices (EV&Is) highlighted by Rafiei and Adeli [20]. 
Number of building permits issued 𝑵/𝑨 

total subcontractor's amount of contracts (BSI for a preselected base 

year) 
𝑁/𝐴 

producer price index (WPI of building materials for the base year) 𝑁/𝐴 

Total floor areas of building permits issued 𝑚2 

Cumulative liquidity Millions of dollars 

Private sector investment in new buildings Millions of dollars 

Land price index for the base year Millions of dollars 

Number of loans extended by banks in a time resolution 𝑁/𝐴 

Amount of loans extended by banks in a time resolution Millions of dollars 

Interest rate for loan in a time resolution % 

Average construction cost of buildings by private sector at the time of 

completion of construction 

Millions of dollars

𝑚2
 

Average of construction cost of buildings by private sector at the 

beginning of the construction 

Millions of dollars

𝑚2
 

Official exchange rate with respect to dollars % 

Nonofficial (street market) exchange rate with respect to dollars % 

Consumer price index (CPI) in the base year 𝑁/𝐴 

CPI of housing, water, fuel, and power in the base year 𝑁/𝐴 

Stock market index 𝑁/𝐴 

Population of the city 𝑁/𝐴 

Gold price per ounce $ 

 

It is considered a direct and efficient method used solely as an optimization approach to fit the 

linear and machine learning models where no association to any specific numerical model is 

present. Although SGD is one of the oldest machine learning approaches, the incorporation of 

this approach has recently increased in large-scale MLR modeling due to its superior 

performance in the case of large data. In general, the computation of the gradient of loss is 

conducted for each specimen in succession, where a lowering strength schedule is followed for 

real-time improvement of these specimens. The loss function can consist of ElsticNet's absolute 

norm, the squared Euclidean norm, or a combination of the two for reaching the model's factors 
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to zero-vector. In this study, the ElsticNet is utilized to calculate the safety factor of a road 

embankment. 

The general steps for SGD are as follows: 

 Data preparation: Collect and preprocess the data, including cleaning, normalization, and 

splitting into training and testing sets. 

 Model initialization: Choose the SGD regressor model and set the hyperparameters such as 

the learning rate, regularization strength, and number of iterations. 

 Model training: Train the model on the training data using the stochastic gradient descent 

algorithm, which updates the model weights after each iteration based on a random subset 

of the training data. 

 Model evaluation: Evaluate the trained model on the testing data using appropriate metrics 

such as mean squared error or R
2
. 

 Hyperparameter tuning: Adjust the hyperparameters of the model using techniques such as 

cross-validation to optimize performance. 

The effective parameters for SGD include: 

 Learning rate: This parameter determines the step size of the gradient descent algorithm 

and affects the speed and stability of the model training process. 

 Regularization strength: This parameter controls the balance between fitting the training 

data well and avoiding overfitting to noise. Regularization techniques such as L1 or L2 

regularization can be used. 

 Number of iterations: This parameter determines the maximum number of times the model 

weights are updated during training. 

 Loss function: This parameter specifies the objective function used to evaluate the model 

performance during training. Common loss functions for regression problems include mean 

squared error and mean absolute error. 

3.2.2. Support vector regressor (SVR) 

The support vector regressor (SVR) was implemented in the engineering field primarily for 

application in regression issues as a supervised learning method. 

For a space of input variables χ, a sample size n, and a given training dataset 

{(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)} ⊂ 𝜒 × 𝑅. The objective of SVR is to perform a full training phase to 

determine a function f(x) with a maximum deviation 𝜀 from the target 𝑦𝑖. For linear functions, 

f(x) can be expressed as shown in Eq. 2. 

𝑓(𝑥) = 〈𝑤, 𝑥〉 + 𝑏 with 𝑤 ∈ 𝜒, 𝑏 ∈ 𝑅 (2) 

Reduction of the norm is comparable to determining a solution to a convex optimization issue 

which is used to achieve a small value for w under the case the equation is flat as in Eq. 1. 

However, the soft margin loss function can be deployed sometimes due to the inappropriateness 

of the convex optimization issue in order to overcome the complication of the limitations in the 

optimization issue. Hence, it is demonstrated mathematically in Eq. 3. 
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minimize     
1

2
‖𝑤‖2 + 𝐶 ∑(ξ𝑖 + ξ𝑖

∗ )

𝑛

𝑖=1

 

subject to  {

𝑦𝑖 − 〈𝑤, 𝑥𝑖〉 − 𝑏 ≤ 𝜀 + ξ𝑖

〈𝑤, 𝑥𝑖〉 + 𝑏 − 𝑦𝑖 ≤ 𝜀 + ξ𝑖
∗ 

ξ𝑖 , ξ𝑖
∗       ≥ 0

 

 

(3) 

Equation 4 represents the linear 𝜀-insensitive loss function|ξ|𝜀. 

|ξ|𝜀 ≔ {
0           if |ξ| ≤ 𝜀

|ξ| − 𝜀       otherwise
 (4) 

Moreover, Eq. 5 shows the solution to the optimization issue by means of transformation to a 

dual issue. 

𝑓(𝑥) = ∑ (𝑎𝑖 − 𝑎𝑖
∗)𝑘(𝑥𝑖, 𝑥)𝑛

𝑖=1 + 𝑏   subject to  0≤𝑎𝑖≤𝐶

0≤𝑎𝑖
∗≤𝐶

 (5) 

Along the linear SVR (SVR-L) [4], other kernel types exist, such as RBF, Eq. 6, radial basis 

function (RBF), Eq. 7, and sigmoid, Eq. 8. 

k(x, x′) = (〈x, x′〉 + c) p (6) 

𝑘(𝑥, 𝑥′) = 𝑒
−

‖𝑥−𝑥′‖

2𝜎2  (7) 

𝑘(𝑥, 𝑥′) = tanh(𝛾〈𝑥, 𝑥′〉 + 𝜗) (8) 

Thus, this study will examine various kernels to identify the best one. 

Here are the general steps for SVR: 

 Data Collection: Collect the data from various sources. 

 Data Cleaning: Clean the data to remove any missing or erroneous values. 

 Data Preparation: Prepare the data for modeling by splitting it into training and testing sets. 

 Feature Scaling: Scale the features to ensure that they are on the same scale. 

 Model Training: Train the SVR model on the training data. 

 Model Evaluation: Evaluate the performance of the model on the testing data. 

 Model Tuning: Tune the model's hyperparameters to improve its performance. 

 Model Deployment: Deploy the model to make predictions on new data. 

Here are some of the effective parameters for SVR: 

 kernel: This parameter determines the type of kernel function used in the SVR model. The 

most common options are "linear", "polynomial", and "radial basis function (RBF)". 

 C: This parameter controls the tradeoff between achieving a low training error and a low 

testing error. Increasing the value of C can result in a more complex model that fits the 

training data better, but may not generalize well to new data. 



 Y. Alzubi/ Journal of Soft Computing in Civil Engineering 8-1 (2024) 1-32 11 

 

 epsilon: This parameter controls the width of the margin around the regression line. 

Increasing the value of epsilon can result in a wider margin, which can improve the 

model's robustness to noise. 

 gamma: This parameter controls the width of the RBF kernel. Increasing the value of 

gamma can result in a more complex model that fits the training databetter, but may not 

generalize well to new data. 

 degree: This parameter is only applicable when using a polynomial kernel. It controls the 

degree of the polynomial used in the kernel function. 

 coef0: This parameter is only applicable when using a polynomial or sigmoid kernel. It 

controls the constant term in the kernel function. 

 shrinking: This parameter determines whether or not to use the shrinking heuristic. Setting 

this parameter to True can speed up training, but may result in a slightly less accurate 

model. 

3.2.3. Decision tree (DT) 

The decision tree (DT) is similar to SVR, a familiar learning approach utilized for categorization 

and regression issues in the data mining industry. One of the significant merits of DT is the full 

evaluation of all possible outcomes as well as the detection of the paths to the end. In fact, this 

approach conducts an extensive examination and review of the outcomes as well as each path to 

perform further analysis for the decision nodes. Furthermore, the decision tree is created from the 

mixture of these predicting models as the dataset is usually separated iteratively, where each 

separation is appointed to form the estimation model. A specific training dataset 

{(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)} ⊂ 𝜒 × 𝑅 describes the input variable space χ, and the sample size is n. The 

comparable results or similar labels for all elements in this approach are classified in the case of 

iterative separation of the feature space. 

The data is demonstrated using 𝑄𝑚 and 𝑁𝑚 samples. Subsequently, 𝑄𝑚
𝑙𝑒𝑓𝑡

(𝜃) and 𝑄𝑚
𝑟𝑖𝑔ℎ𝑡(𝜃) are 

the two generated subsets which are composed of the elements 𝑗 features 𝑡𝑚 threshold for each 

candidate split. These subsets are stated in Eqs. 9 and 10 accordingly. 

𝑄𝑚
𝑙𝑒𝑓𝑡(𝜃) = {(𝑥, 𝑦)|𝑥𝑖 ≤ 𝑡𝑚} (9) 

𝑄𝑚
𝑟𝑖𝑔ℎ𝑡(𝜃) = 𝑄𝑚/𝑄𝑚

𝑙𝑒𝑓𝑡(𝜃) (10) 

The loss function H () is implemented to indicate the quality of the candidate split at specific 

node 𝑚. 

𝐺(𝑄𝑚, 𝜃) =
𝑁𝑚

𝑙𝑒𝑓𝑡

𝑁𝑚
𝐻 (𝑄𝑚

𝑙𝑒𝑓𝑡(𝜃)) +
𝑁𝑚

𝑟𝑖𝑔ℎ𝑡

𝑁𝑚
𝐻 (𝑄𝑚

𝑟𝑖𝑔ℎ𝑡(𝜃)) (11) 

For the case of decreasing the loss, Eq. 11 will be used to specify the factors needed. Afterwards, 

the maximum permitted depth of 𝑁𝑚 < 𝑚𝑖𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 or 𝑁𝑚 = 1 is reached using the same 

recurrent procedure for 𝑄𝑚
𝑙𝑒𝑓𝑡

(𝜃) and 𝑄𝑚
𝑟𝑖𝑔ℎ𝑡(𝜃). 

𝜃∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜃𝐺(𝑄𝑚, 𝜃) (12) 



12 Y. Alzubi/ Journal of Soft Computing in Civil Engineering 8-1 (2024) 1-32 

 

Currently, the literature is filled with different decision tree approaches. Thus, the DT model 

used in this paper will utilize the classification and regression tree (CART) to manage numerical 

target parameters effectively. Lastly, here are the general steps for building a DT: 

 Data collection: Gather data related to the problem you are trying to solve. 

 Data preparation: Preprocess the data to clean it up and convert it into a format that can be 

used by the algorithm. This may include handling missing values, encoding categorical 

variables, and normalizing numerical variables. 

 Splitting the dataset: Split the data into a training set and a testing set. The training set will 

be used to build the decision tree, while the testing set will be used to evaluate its 

performance. 

 Choosing the splitting criterion: Choose a splitting criterion to use when building the 

decision tree. Common splitting criteria include Gini index and Information Gain. 

 Building the decision tree: Use the chosen splitting criterion to build the decision tree by 

recursively splitting the data into subsets based on the values of different features. 

 Pruning the decision tree: Prune the decision tree to prevent overfitting. This can be done 

by removing branches that do not improve the performance of the tree on the testing set. 

 Testing the decision tree: Evaluate the performance of the decision tree on the testing set. 

This can be done by calculating metrics such as accuracy, precision, and recall. 

Some effective parameters for Decision Tree include: 

 Max depth: This parameter sets the maximum depth of the decision tree. A deeper tree can 

capture more complex relationships in the data, but may also be more prone to overfitting. 

 Min samples split: This parameter sets the minimum number of samples required to split 

an internal node. Setting this parameter too low can lead to overfitting. 

 Min samples leaf: This parameter sets the minimum number of samples required to be at a 

leaf node. Setting this parameter too high can lead to underfitting. 

 Max leaf nodes: This parameter sets the maximum number of leaf nodes allowed in the 

tree. Setting this parameter too low can lead to underfitting. 

 Splitting criterion: As mentioned earlier, the choice of splitting criterion can have a 

significant impact on the performance of the decision tree. Gini index and Information 

Gain are commonly used criteria. 

3.2.4. Random forest (RF) 

Random forest (RF) is considered one of the most common models incorporated in businesses 

and is referred to as a "black box". The importance of this mode stems from its capability to 

precisely estimate over different datasets with small configurations. It consists of many tree 

variables, where each tree is associated with the values of a random vector arranged exclusively 

and distributed identically. Over the last decades, RF has gained noticeable popularity in the 

domain of civil engineering for establishing functional models. A comparison between DT and 

RT approaches points to a fundamental distinction since the DT model includes only one tree, 

whereas the RT model is composed of several trees and a random sample of the training data, 

which controls each tree accordingly [41]. Therefore, multiple CARTs are built where the basics 
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of bootstrapping and aggregation are deployed to perform RF. The general steps for building a 

RF model are as follows: 

 Prepare the data: Random Forest requires a labeled dataset with both input features and 

output labels. The dataset should be split into training and testing sets. 

 Build multiple decision trees: Random Forest builds multiple decision trees on different 

sub-samples of the training dataset. Each decision tree is trained on a different subset of the 

features and data. 

 Split nodes based on feature importance: At each node of each decision tree, the algorithm 

selects a random subset of features and chooses the best one to split the node. The best 

feature is chosen based on the information gain or Gini impurity criteria. 

 Build the forest: After building all the decision trees, the algorithm combines the 

predictions of each tree to make a final prediction. For classification tasks, the algorithm 

takes the majority vote of the predictions, while for regression tasks, the algorithm takes 

the average of the predictions. 

 Evaluate the model: The performance of the Random Forest model is evaluated using 

metrics such as accuracy, precision, recall, and F1 score. The model can be fine-tuned by 

adjusting the hyperparameters such as the number of trees, the maximum depth of each 

tree, and the number of features to consider at each node. 

 Use the model: Once the Random Forest model is trained and evaluated, it can be used to 

make predictions on new data. 

Here are the effective parameters for RF: 

 Number of trees: This parameter sets the number of decision trees to use in the random 

forest. A larger number of trees can improve the accuracy of the model, but may also 

increase the computation time. 

 Maximum depth: This parameter sets the maximum depth of each decision tree. A deeper 

tree can capture more complex relationships in the data, but may also be more prone to 

overfitting. 

 Minimum samples split: This parameter sets the minimum number of samples required to 

split an internal node. Setting this parameter too low can lead to overfitting. 

 Minimum samples leaf: This parameter sets the minimum number of samples required to 

be at a leaf node. Setting this parameter too high can lead to underfitting. 

 Maximum features: This parameter sets the maximum number of features to consider when 

splitting a node. Setting this parameter too low can lead to underfitting, while setting it too 

high can lead to overfitting. 

 Bootstrap sampling: This parameter controls whether or not to use bootstrap sampling to 

randomly sample the data when building each decision tree. Using bootstrap sampling can 

help to reduce the variance of the model. 

 Feature importance: This parameter can be used to calculate the importance of each feature 

in the model. This can be useful for feature selection and understanding the relationships 

between different features. 
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 Random state: This parameter sets the seed used by the random number generator. Setting 

a fixed seed can help to ensure that the model produces consistent results. 

3.2.5. Extremely randomized trees (ETR) 

The extremely randomized trees (ETR) approach is based on the random determination of the 

thresholds for each candidate property as well as on the random determination of the splits 

within the tree's nodes to select the most suitable candidate as a splitting criterion in contrast to 

RF model which is based on the most critical thresholds. The bias is marginally increased, and 

the variance is slightly reduced in this model. Moreover, the most crucial distinction between 

ETR and RF model is that ETR examines the whole actual sample while RF deploys bootstrap 

duplicates where it substitutes the input data using down-sampling. ETR with sklearn utilization 

includes the potential to use bootstrap duplicates. Nonetheless, this approach includes the entire 

input sample where the variance is increased due to bootstrapping. Here are the general steps for 

ETR: 

 Collect and prepare data: As with any machine learning model, the first step in using 

Extremely Randomized Trees is to collect and prepare the data. This involves selecting the 

features and labels to use for training and testing, cleaning and processing the data, and 

splitting it into training and testing sets. 

 Initialize the ETR model: The next step is to initialize the ETR model and set the 

parameters. This involves specifying the number of trees to use, the maximum depth of the 

trees, the minimum number of samples required to split an internal node, the minimum 

number of samples required to be at a leaf node, the maximum number of features to 

consider when looking for the best split, whether or not to use bootstrap sampling, and 

whether or not to use extra randomization. 

 Train the ETR model: Once the model has been initialized and the parameters have been 

set, the next step is to train the ETR model using the training data. This involves 

constructing the trees by recursively splitting the data based on the selected features and 

labels, and using a measure of impurity (such as Gini index or entropy) to determine the 

best split at each internal node. 

 Evaluate the ETR model: After the ETR model has been trained, the next step is to 

evaluate its performance on the testing data. This involves using the trained model to 

predict the labels for the testing data, and comparing these predictions to the actual labels. 

Metrics such as accuracy, precision, recall, and F1 score can be used to evaluate the 

performance of the model. 

 Tune the ETR model: Finally, the performance of the ETR model can be further improved 

by tuning the parameters. This involves adjusting the values of the parameters to find the 

optimal combination that produces the best performance on the testing data. Various 

techniques such as grid search or randomized search can be used to automate the parameter 

tuning process. 

The effective parameters for ETR are: 
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 Number of trees: The number of trees to be used in the ETR model. Increasing the number 

of trees can improve the accuracy of the model, but also increase the computational time. 

 Maximum depth: The maximum depth of each tree in the ETR model. Setting the 

maximum depth too high can lead to overfitting, while setting it too low can result in 

underfitting. 

 Minimum samples split: The minimum number of samples required to split an internal 

node. Increasing this parameter can help to control the complexity of the trees and prevent 

overfitting. 

 Minimum samples leaf: The minimum number of samples required to be at a leaf node. 

Increasing this parameter can help to control the complexity of the trees and prevent 

overfitting. 

 Maximum features: The maximum number of features to consider when looking for the 

best split. Setting this parameter too low can result in poor performance due to lack of 

diversity, while setting it too high can result in overfitting. 

 Bootstrap sampling: A boolean parameter that determines whether or not to use bootstrap 

sampling. Setting this parameter to True can help to reduce the variance of the model. 

 Extra randomization: A boolean parameter that determines whether or not to use extra 

randomization. Setting this parameter to True can increase the diversity of the trees and 

improve the performance of the model. 

 Random state: A parameter that sets the random seed for the ETR model. Setting this 

parameter can help to ensure that the model produces consistent results. 

1.1.1. Adaptive Boosting (Ada) 

Adaptable boosting (Ada) is a meta-algorithm implemented in a wide range of diverse learning 

methods, as described in the literature, to improve performance. The algorithm generally depends 

on the iterative process where the weights are altered when the previous trial fails. Later, the 

same actual training dataset and the chosen regressor are utilized to fit multiple cases of the 

regression model. As a result, the model adopts Drucker's guidelines for handling problematic 

cases. In addition to that, Ada model was one-level DT regressor reduced, and the mathematical 

representation is concisely presented. Using a predetermined dataset {(x1, y1), … , (xn, yn)} ⊂ χ ×

R a base predictor (weak learner) f(x) is trained. Where n indicates the sample size, χ space of 

input variables, and ei is the error obtained for the whole set. Afterward, using the technique in 

Eq. 13, a series of weak learners fk(x), k = 1,2, … , N are created and grouped to form a strong 

model H(x). 

𝐻(𝑥) = 𝑣 ∑ (𝑙𝑛
1

𝛼𝑘
)𝑁

𝑘=1 𝑔(𝑥) (13) 

According to Eq. 14, g(x) is the median of all αkfk(x), v is the learning rate, and αk is the weight 

of the base estimators. The most significant merit of Ada is the capability of grouping strong 

base learners, including deep decisions as well as merging weak base learners leading to far more 

accurate models. 

𝛼𝑘 =
𝑒𝑖

1−𝑒𝑖
 (14) 
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The general steps for Ada are: 

 Initialize sample weights: Each sample in the training set is assigned an equal weight. 

 Train a weak learner: A weak learner is trained on the training set using the current 

weights. 

 Evaluate the weak learner: The performance of the weak learner is evaluated on the 

training set. 

 Update sample weights: The weights of the samples are updated based on their 

classification error. Samples that were classified correctly are assigned a lower weight, 

while misclassified samples are assigned a higher weight. 

 Train another weak learner: A new weak learner is trained on the updated weights. 

 Evaluate the new weak learner: The performance of the new weak learner is evaluated on 

the training set. 

 Repeat steps 4-6 for a predetermined number of iterations, or until a stopping criterion is 

met. 

 Combine the weak learners: The weak learners are combined to create a strong learner, 

which is used to make predictions on new data. 

The effective parameters for Ada are: 

 Base estimator: The type of weak learner to be used, such as decision trees or linear 

models. 

 Learning rate: The contribution of each weak learner to the final prediction. A smaller 

learning rate will result in a slower learning process, but can help to prevent overfitting. 

 Number of estimators: The number of weak learners to be used in the Ada model. 

Increasing the number of estimators can improve the accuracy of the model, but also 

increase the computational time. 

 Loss function: The function used to measure the difference between the predicted and 

actual values. Common loss functions include binary cross-entropy and mean squared 

error. 

 Random state: A parameter that sets the random seed for the Ada model. Setting this 

parameter can help to ensure that the model produces consistent results. 

3.2.6. Stochastic gradient boosting (GB) 

Stochastic gradient boosting (GB) is an enhanced version of the conventional gradient boosting 

method used for regression and categorization functions. This approach is consistent with Ada in 

terms of combining learners in succession to form a new model. On the other hand, the most 

noticeable distinction between the two approaches is Ada aims to minimize the learner's loss 

function. Additionally, the weak estimator of GB possesses a higher DT than the reduced one-

level regressor of Ada model. The stochastic gradient boosting (GB) model does not require 

training for the whole dataset; only the training is performed for the base learner with a fraction 

of f < 1 via arbitrary choosing where no replacement is needed. Hence, the advantage of this 

approach is the prevention of overfitting and diminishing the trees' correlation. 

The general steps for GB are: 
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 Initialize the model: The first estimator is trained on the training set. 

 Predictions: The model is used to make predictions on the training set. 

 Residuals: The difference between the predicted and actual values is calculated. 

 Train a new model: A new model is trained on the residuals of the previous model. 

 Update predictions: The predictions of the previous models are updated by adding the 

predictions of the new model, multiplied by a learning rate. 

 Repeat steps 3-5 for a predetermined number of iterations, or until a stopping criterion is 

met. 

 Combine the models: The models are combined to create a strong learner, which is used to 

make predictions on new data. 

The effective parameters for GB are: 

 Number of estimators: The number of models to be used in the GB model. Increasing the 

number of estimators can improve the accuracy of the model, but also increase the 

computational time. 

 Learning rate: The contribution of each model to the final prediction. A smaller learning 

rate will result in a slower learning process, but can help to prevent overfitting. 

 Subsample: The fraction of samples to be used for each model. A smaller subsample can 

help to prevent overfitting. 

 Maximum depth: The maximum depth of each tree in the GB model. Increasing the 

maximum depth can improve the accuracy of the model, but also increase the risk of 

overfitting. 

 Loss function: The function used to measure the difference between the predicted and 

actual values. Common loss functions include binary cross-entropy and mean squared 

error. 

 Random state: A parameter that sets the random seed for the GB model. Setting this 

parameter can help to ensure that the model produces consistent results. 

3.2.7. Histogram-based gradient boosting (HGB) 

Histogram-based gradient boosting (HGBoost) differs from other machine learning techniques 

since it assigns permanent attribute values into bins forming attribute histograms deployed 

during training. Accordingly, this approach displays superiorities in terms of accelerating the 

training stage, immediately enhancing the quality, and minimizing the memory requirements of 

the model. Regardless, the current orientation of the research is toward gradient boosting 

algorithms instead of conventional base learners to produce machine learning applications with 

superior quality and reduced outcome period. Here are the general steps for HGB: 

 Initialize the model: Start by initializing the HGB model with the desired hyperparameters 

such as the number of estimators, learning rate, maximum depth, number of bins, L2 

regularization, and random state. 
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 Fit the model: Train the HGB model on the training data. The model will iteratively add 

new trees to the ensemble, each time focusing on the residuals (difference between 

predicted and actual values) of the previous model. 

 Predict on test data: Use the trained HGB model to predict the target variable for the test 

data. 

 Evaluate the model: Assess the performance of the HGB model using appropriate 

evaluation metrics such as mean squared error (MSE), root mean squared error (RMSE), 

and coefficient of determination (R-squared). 

 Tune the hyperparameters: Adjust the hyperparameters of the HGB model to optimize its 

performance on the given task. 

 Repeat steps 2-5: Iterate through steps 2-5 until the desired level of model performance is 

achieved. 

 Finalize the model: Once the optimal hyperparameters have been identified, train a final 

HGB model on the entire dataset (including training and validation data) using these 

hyperparameters. 

 Deploy the model: Use the final HGB model to make predictions on new, unseen data. 

Here are the effective parameters for Histogram-Based Gradient Boosting (HGB): 

 Number of estimators: The number of models to be used in the HGB model. Increasing the 

number of estimators can improve the accuracy of the model, but also increase the 

computational time. 

 Learning rate: The contribution of each model to the final prediction. A smaller learning 

rate will result in a slower learning process, but can help to prevent overfitting. 

 Maximum depth: The maximum depth of each tree in the HGB model. Increasing the 

maximum depth can improve the accuracy of the model, but also increase the risk of 

overfitting. 

 Number of bins: The number of bins to be used in the histogram-based algorithm. 

Increasing the number of bins can improve the accuracy of the model, but also increase the 

computational time. 

 L2 regularization: A parameter that penalizes large weights in the model. Increasing the L2 

regularization can help to prevent overfitting. 

 Random state: A parameter that sets the random seed for the HGB model. Setting this 

parameter can help to ensure that the model produces consistent results. 

3.2.8. Extreme gradient boosting (XGB) 

Extreme gradient boosting (XGB) is an effective and versatile machine learning approach 

capable of producing consecutive decision trees where a weight classification for each 

independent parameter is made and then assigned to the decision tree for predicting outcomes. 

Another classification is performed for the wrongly estimated parameters where a larger weight 

is assigned in the second decision tree. Finally, an accurate and resilient model is generated by 

combining various forecasters and classifiers. Thus, the XGB algorithm is primarily based on the 

influence of the weights. The similarity between XGB and gradient boosting is that both depend 
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on the gradient boosting principle, leading to discrete modeling characteristics where XGB is 

implemented to overcome the overfitting issues and eventually yield surpassing outcomes. 

Here are the general steps for XGB and the effective parameters: 

 Initialize the model: Start by initializing the XGB model with the desired hyperparameters 

such as the learning rate, maximum depth, number of trees, and random state. 

 Train the model: Train the XGB model on the training data by iteratively adding decision 

trees to the ensemble, each time focusing on the residuals (difference between predicted 

and actual values) of the previous model. 

 Evaluate the model: Assess the performance of the XGB model using appropriate 

evaluation metrics such as mean squared error (MSE), root mean squared error (RMSE), 

and coefficient of determination (R-squared). 

 Tune the hyperparameters: Adjust the hyperparameters of the XGB model to optimize its 

performance on the given task. 

 Finalize the model: Once the optimal hyperparameters have been identified, train a final 

XGB model on the entire dataset (including training and validation data) using these 

hyperparameters. 

 Deploy the model: Use the final XGB model to make predictions on new, unseen data. 

Here are the effective parameters include: 

 Learning rate: Controls the contribution of each tree to the final prediction. Lower values 

can help prevent overfitting but may require more trees for sufficient model performance. 

 Maximum depth: Limits the depth of each tree, which can help prevent overfitting. 

 Number of trees: Determines the number of trees to be added to the ensemble. Increasing 

the number of trees can improve the model's performance, but may also increase the risk of 

overfitting. 

 Subsample: Controls the fraction of observations to be randomly sampled for each tree. 

This can help to reduce overfitting by increasing the diversity of the ensemble. 

 Colsample bytree: Controls the fraction of features to be randomly sampled for each tree. 

This can help to reduce overfitting and increase the diversity of the ensemble. 

 Alpha: L1 regularization term on weights, which can help to prevent overfitting. 

 Lambda: L2 regularization term on weights, which can help to prevent overfitting. 

3.3. Model development and hyperparameters tunning 

The optimization of the hyperparameters was conducted using the grid search technique coupled 

with 10-fold cross-validation in the training process. This approach aims to fine-tune the 

machine learning models, ensuring they perform optimally on unseen data. In general, the grid 

search is a comprehensive technique for hyperparameter optimization that involves evaluating all 

possible combinations of specified hyperparameter values for a given machine learning model. 

The primary advantage of grid search lies in its exhaustive exploration of the hyperparameter 

space, ensuring that the optimal combination is identified. However, this also makes it 

computationally expensive, especially for models with a large number of hyperparameters or a 

wide range of possible values. Cross-validation is a method for evaluating the performance of 
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machine learning models by partitioning the dataset into smaller subsets or 'folds.' In k-fold 

cross-validation, the data is divided into 'k' equally sized folds, where one fold is held out as the 

validation set while the remaining k-1 folds are used for training. This process is repeated 'k' 

times, ensuring that each fold is used once as the validation set. The model's performance is then 

assessed by averaging the results obtained from the 'k' iterations, providing a reliable and robust 

estimation of its performance on unseen data. In the case of 10-fold cross-validation, the dataset 

is partitioned into ten equally sized folds. Each of the ten iterations holds out one fold as the 

validation set and uses the remaining nine folds for training. By implementing 10-fold cross-

validation, it is possible to ensure that the model is evaluated on multiple subsets of the data, thus 

mitigating the risk of overfitting and providing a more reliable estimate of the model's 

performance on new data. The combination of grid search with 10-fold cross-validation presents 

a robust method for hyperparameter optimization. This technique is applied to the training 

process, where various machine learning models are constructed using different combinations of 

hyperparameter values. The performance of each model is then assessed using 10-fold cross-

validation, producing an averaged performance score. The combination of hyperparameters that 

yields the highest average score is selected as the optimal configuration for the given model. The 

current study examined an extensive range of hyperparameter values to identify the most suitable 

model configuration. A flowchart summarizing the process of constructing and evaluating 

models using the grid search technique with 10-fold cross-validation in the Scikit-learn library of 

Python is illustrated in Fig. 1. By adopting this approach, the study aims to yield machine 

learning models that exhibit strong performance on both the training data and previously unseen 

data, thus maximizing the models' predictive capabilities and overall reliability. 

 
Fig. 1. Flowchart of the adopted approach of the machine learning model's development. 

3.4. Models' performance assessment 

The goodness of fit of the linear regression model deployed the coefficient of determination (𝑅2) 

where the numerator of the 𝑅2 fraction depends on the unidentified dissimilarities by the 

response independent parameters, whereas the denominator the 𝑅2 fraction depends on the total 

dissimilarities in the response, Eq. 15 [42]. The range of 𝑅2 values are between 0 and 1 where 1 
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represents the strongest linear relationship. In fact, root-mean-square error (RMSE) is an error 

analysis used to measure the difference between the estimated and observed values, Eq. 16. 

Additionally, the mean absolute error (MAE) is an error analysis used to measure the difference 

between the absolute estimated and observed values, Eq .17. 

𝑅2 = 1 −
∑(𝑥𝑖−𝑦𝑖)2

∑(𝑥𝑖−�̅�𝑖)2
 (15) 

RMSE = √
∑ (𝑥𝑖−𝑦𝑖)2𝑛

𝑖=1

𝑛
 (16) 

MAE =
1

𝑛
∑ |𝑦𝑖 − �̅�𝑖|𝑛

𝑖=1  (17) 

where 𝑥𝑖 is the measured value, �̅�𝑖 is the mean of the measured values, 𝑦𝑖 is the predicted 

value, �̅�𝑖 is the mean of the predicted values, and 𝑛 is the number of observations. 

4. Results and discussions 

In this section, we will delve into the implemented machine learning models used in the study to 

forecast project sales valuation. We will discuss the efficiency of these models and compare their 

performance and accuracy to determine the best model. Our analysis of the training stage for all 

the machine learning models demonstrated superior performance and greater accuracy. 

Specifically, the fitting rate of training data was concentrated near the equity line, which suggests 

that the models were able to fit the training data well. However, the results of the testing stage 

showed some variation across the different models, as illustrated in Fig. 2. To determine the best 

machine learning model for both the training and testing phases, we conducted a comparative 

analysis. Our results showed that the ERT model outperformed all other models, exhibiting the 

highest level of accuracy and performance. On the other hand, the SGD model performed the 

worst among all the models used in the study. Overall, our findings indicate that machine 

learning models can be used effectively to forecast project sales valuation. The ERT model, in 

particular, can provide the best results when compared to other commonly used models. These 

findings may have significant implications for industries that rely on accurate sales valuation 

forecasts to make strategic decisions. 

During the training stage of our study, we evaluated the predicted profit values computed using 

machine learning models against the observed profit values. The results of this analysis are 

presented in Fig. 3. 

Our findings show that the ERT model achieved the highest profit value, which was marked at 

860 
$

𝑚
. This indicates that the ERT model was able to predict sales valuation accurately, resulting 

in higher profits for the project. On the other hand, the GB model recorded the lowest profit 

value, approximately 740 
$

𝑚
. This suggests that the GB model may not be the best choice for 

accurately predicting sales valuation and maximizing project profits 
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Fig. 1. Training and testing results of the selected results. 
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Fig. 2. Comparative of machine learning models' outcomes in the training dataset. 

These results have significant implications for businesses that rely on accurate profit forecasts to 

make informed decisions about their projects. By using machine learning models such as the 

ERT model, these businesses can improve their profitability and make better decisions based on 

accurate sales valuation forecasts. The GB model, on the other hand, may not provide the desired 

level of accuracy and may result in suboptimal profits for the project. 

In our study, we evaluated the observed and estimated profit values of the testing dataset using 

different machine learning models. The results of this analysis are presented in Fig. 4. 

Our findings show that the GB model achieved the highest profit result, which was 

approximately 530 
$

𝑚
. This suggests that the GB model was able to accurately predict sales 

valuation, resulting in higher profits for the project. On the other hand, the Ada model exhibited 

the lowest profit result, which was approximately 496 
$

𝑚
. This indicates that the Ada model may 

not be the best choice for accurately predicting sales valuation and maximizing project profits. 

In our study, we conducted a residual analysis to validate the accuracy of our machine learning 

models. Residual analysis is a widely used technique that measures the difference between the 

observed and predicted values of a model. The residual is calculated by subtracting the predicted 

value from the actual observed value, as shown in Eq. 18. 

The residual analysis helps to identify the accuracy of the model by evaluating how well it fits 

the data. Specifically, it measures the deviation of the predicted values from the actual observed 

values. A residual value of zero indicates that the predicted value is exactly the same as the 

observed value. Positive residual values indicate that the predicted value is higher than the 

observed value, while negative residual values indicate that the predicted value is lower than the 

observed value. 
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Fig. 4. Comparative of machine learning models' outcomes in the testing dataset. 

𝑒𝑖 = (𝑦𝑖 − �̂�𝑖) (18) 

To visualize the residual values, we plotted them on the vertical axis against one variable on the 

horizontal axis. This graph helps identify any patterns or trends in the residual values and 

determine whether the model is systematically overestimating the observed values. 

In our study, we conducted a residual analysis of the training dataset using various machine 

learning models to assess their accuracy in forecasting sales valuations. We plotted the residual 

values over the entire observation numbers, as shown in Fig. 5. 

The residual values for all the machine learning models exhibited typical patterns and 

concentrated values over the entire observation period. This suggests that the models are accurate 

in their predictions, and there are no significant outliers or errors in the training data. 

However, it is worth noting that some models performed better than others in terms of 

minimizing the residual values. The HGB model, for example, recorded the lowest residual 

value, nearly at -170 
$

𝑚
. This indicates that the model is making accurate predictions and is a 

good fit for the training data. On the other hand, the SGD model recorded the highest residual 

value, approximately at 400 
$

𝑚
. This suggests that the model may be overestimating or 

underestimating the observed values and may need to be adjusted or retrained to improve its 

accuracy. 

Overall, the residual analysis provides valuable insights into the accuracy of machine learning 

models in forecasting sales valuations. By carefully analyzing the residual values and identifying 

any patterns or trends, businesses can fine-tune their models to improve their accuracy and make 

more informed decisions about their projects. 
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Fig. 3. Residuals of the machine learning models for the training dataset. 

In our study, we conducted a residual analysis of the testing dataset using different machine 

learning models to assess their accuracy in forecasting sales valuations. We plotted the residual 

values over the observation numbers, as shown in Fig. 6. 

The residual values for all the machine learning models exhibited a scattered pattern over the 

entire observation period. This indicates that the models may not be as accurate in their 

predictions as they were during the training phase. However, it is worth noting that some models 

performed better than others in terms of minimizing the residual values. 

The ST model, for example, recorded the lowest residual value, nearly at -420 
$

𝑚
. This suggests 

that the model is making accurate predictions and is a good fit for the testing data. On the other 

hand, the HGB model recorded the highest residual value, approximately at 398 
$

𝑚
. This indicates 

that the model may be overestimating or underestimating the observed values, and it may need to 

be adjusted or retrained to improve its accuracy. 

 
Fig. 4. Residuals of the machine learning models for the testing dataset. 

In our study, we evaluated the performance of different machine learning models in forecasting 

sales valuations by analyzing their 𝑅2 values. We plotted the 𝑅2 values for both the training and 

testing stages using the tested machine learning models in Fig. 7 and provided the values in Table 

3. We observed that the 𝑅2 values for both the training and testing stages were quite comparable 

and similar, indicating that the models were performing well in predicting the sales valuations. 
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During the training stage, most of the machine learning models demonstrated 𝑅2 values of 1, 

indicating that they fit the training data perfectly. However, the GB, HGB, RF, and SGD models 

recorded slightly lower 𝑅2 values of 0.97, 0.974, 0.99, and 0.95, respectively. During the testing 

stage, the ERT model exhibited the highest 𝑅2 value, whereas the DT model showed the lowest 

𝑅2 value, at 0.996 and 0.925, respectively. This indicates that the ERT model performed the best 

in predicting sales valuations on the testing dataset, while the DT model may need further 

optimization or adjustments to improve its accuracy. Overall, analyzing the 𝑅2 values provides 

important insights into the performance of machine learning models in forecasting sales 

valuations. By comparing the 𝑅2 values of different models, businesses can select the best model 

that fits their specific needs and requirements. However, it is essential to keep in mind that the 

𝑅2 values should not be the only factor considered in selecting a model, as other metrics such as 

accuracy, precision, and recall also play crucial roles in determining the model's effectiveness. 

Table 1 

Performance metrics of the developed models for both training and testing cases. 

  
R2 MAE MSE RMSE Max Error 

Training Testing Training Testing Training Testing Training Testing Training Testing 

Ada 1 0.96 19.8 70.41 8 1567 2.84 39.58 264 300 

GB 0.98 0.97 41.85 57.72 669 1431 25.87 37.83 327 218 

HGB 0.98 0.94 40.32 86.98 258 2280 16.05 47.75 320 376 

XGB 1 0.96 7.34 75.66 33 2010 5.77 44.83 25 500 

RF 0.99 0.97 28.76 58.76 220 1144 14.82 33.83 188 250 

ERT 1 0.98 5.96 54.82 16 920 3.96 30.33 24 273 

DT 1 0.92 0 104.98 0 2574 0 50.73 0 708 

SGD 0.96 0.96 59.63 74.93 1581 2366 39.76 48.64 382 298 

 
Fig. 5. R

2
 of the investigated machine learning models. 

The RMSE values for both the training and testing stages using various machine learning models 

are important metrics that evaluate the performance of the models. The graphs of RMSE and 

MSE values for both datasets are shown in Fig. 8 and Fig. 9. As expected, the RMSE values of 

all machine learning models for the testing dataset were significantly higher than those of the 

training dataset. During the training stage, the SGD model had the highest RMSE value at 40 
$

𝑚
, 
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while the AB model had the lowest RMSE value at 3 
$

𝑚
. However, during the testing stage, the 

DT model exhibited the highest RMSE value at 51 
$

𝑚
, while the ERT model had the lowest 

RMSE value at 30 
$

𝑚
. These results suggest that the ERT model performs better than the other 

models in terms of forecasting the project sales valuation. It is worth noting that although the 

training dataset showed superior performance and greater accuracy than the testing dataset for all 

the machine learning models, the RMSE values of the testing dataset were still relatively low, 

indicating good predictive power. In addition, the RMSE values of the training dataset were 

relatively low, indicating that the models were well-fitted to the training data. 

 
Fig. 6. RMSE of the investigated machine learning models. 

 
Fig. 7. MSE of the investigated machine learning models. 

The MAE values for the different machine learning models were analyzed for both the training 

and testing datasets, as shown in Fig. 10. It was observed that the SGD model had the highest 

MAE value during the training stage, with a value of 60 
$

𝑚
. In contrast, the ERT model had the 
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lowest MAE value during the training stage, with a value of 7 
$

𝑚
. During the testing stage, the DT 

model had the highest MAE value of 104 
$

𝑚
, while the ERT model had the lowest MAE value of 

55 
$

𝑚
. The MAE metric measures the absolute difference between the predicted values and the 

observed values, making it a useful tool for evaluating the accuracy of machine learning models. 

The results of this analysis indicate that the ERT model performed the best overall, with the 

lowest MAE values for both training and testing datasets. In contrast, the DT model performed 

poorly, with the highest MAE value for the testing dataset. These findings suggest that the ERT 

model may be the most appropriate machine learning model for predicting project sales valuation 

in this study. 

Similar to the results of the MAE, the maximum error in Fig. 11 also provides the same 

conclusion on the models' performances. The proposed method appears to have performed well 

in the available data evaluation metrics. However, it is important to consider how the method 

might cope with external disturbances, modeling errors, and uncertainties that are common in 

practical applications. External disturbances, such as changes in operating conditions, can affect 

the accuracy of the machine learning models. The performance of the models may deteriorate if 

the data distribution changes significantly. Therefore, it is essential to monitor the model's 

performance in real-time and retrain it when necessary using new data that accounts for any 

changes in the operating conditions. Modeling errors may arise due to various reasons, including 

measurement errors, missing data, and incorrect assumptions. These errors can lead to inaccurate 

predictions and affect the model's overall performance. To cope with modeling errors, it is 

important to validate the data and model assumptions and ensure that the model is trained on 

high-quality data. Uncertainties are inherent in any real-world application, and the proposed 

method needs to account for them. Understanding the sources of uncertainties and their impact 

on the system's performance is essential. One way to account for uncertainties is by using 

probabilistic modeling techniques such as Bayesian modeling, which can estimate the probability 

distribution of the predicted outputs. 

In summary, while the proposed method shows promise in the evaluation metrics, it is important 

to consider how it will cope with external disturbances, modeling errors, and uncertainties in 

practical applications. Ongoing monitoring and retraining of the model using new data that 

accounts for changes in operating conditions, validation of data and model assumptions, and the 

use of probabilistic modeling techniques are all strategies that can help address these issues. On 

the other hand, the computational burden of machine learning models can vary depending on 

factors such as the dataset's size, the model's complexity, and the hardware used for training and 

inference. Generally, more complex models with larger datasets require more computational 

resources, such as processing power and memory. For example, deep learning models, such as 

convolutional neural networks and recurrent neural networks, can be computationally intensive 

and require high-end GPUs or TPUs to train efficiently. On the other hand, simpler models, such 

as linear regression or decision trees, may have lower computational requirements. In the context 

of the specific study being discussed, the models were implemented using Python libraries such 

as Scikit-learn and XGBoost, which are known for their efficiency and scalability. Additionally, 

the models were optimized using a computer with an Intel Core i7 CPU and 16 GB of RAM, 
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which suggests that the models may have moderate computational requirements based on the 

adopted hyperparameter optimization strategy and the range of parameters being optimized. 

 
Fig. 8. MAE of the investigated machine learning models. 

 
Fig. 9. Maximum Error of the investigated machine learning models. 

5. Conclusions 

This study aimed to evaluate the efficiency of a wide variety of different machine learning 

models in estimating the sales profit of projects. In addition, the inputs of machine learning 

models will be selected using various economic variables and indices to generate the outputs. 

Finally, the outputs of these machine learning approaches were investigated and compared to the 

observed measurements. This paper represents a comparison between the diverse machine 

learning approaches, which contributes to the literature review in defining the best performance 

of the machine learning model in predicting the sales profit of projects. 

 Based on the above-mentioned statement, the following conclusions are made: 
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 A wide range of various machine learning approaches was utilized where they showed 

suitable and adequate performance in predicting the sales profit of projects. 

 The ERT model showed the lowest error in both the RMSE and MAE cases. 

 The DT model achieved the highest error in both the RMSE and MAE cases. 

 During the training phase, the residual results of the tested machine learning models 

demonstrated concentrated values and similar patterns over the entire observation numbers. 

On the other hand, the residual results in the testing dataset illustrated scattered values. 

This study is limited to profit value prediction and did not went into other parameters. 

Additionally, it mainly focuses on ensemble machine learning models and does not go into 

details of other techniques such as genetic programing or regularized regression models. On the 

other hand, future efforts in this field can include testing other soft computing techniques 

including the regularized regression methods and investigating the sensitivity of various indices 

on the profit value by employing some artificial intelligence techniques that can handle large sets 

of inputs such as deep learning. 
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