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Evapotranspiration is a non-linear and complex phenomenon 

requiring different climatic variables for accurate estimation. In 

this study, the performance of several artificial intelligence 

models in estimating the amount of monthly reference 

evapotranspiration was investigated. Babolsar and Ramsa 

regions located in the north of Iran were selected as case study 

models proposed in this study: artificial neural network (ANN), 

least square support vector machines (LSSVM), and M5 tree 

models. The data used in this study was gathered between 2009 

till 2019 (11 consecutive years). In the present study, 70% of 

the data were used for the training stage, and 30% of the data 

were reserved for testing the proposed models. Models' 

performances were evaluated using several evaluation criteria, 

i.e., the coefficient of determination (R2), the root mean square 

error (RMSE), and the mean absolute error (MAE). The results 

for Babolsar and Ramsar stations showed that all three models 

have a relatively good performance in estimating the rate of 

reference evapotranspiration. However, the LSSVM model 

performed better than the other models. The R
2
, MAE, and 

RMSE for the LSSVM model in the test stage were 0.982, 

0.366 mm, 0.425 mm, 0.937, 0.018 mm, and 0.350 mm for 

Babolsar and Ramsar stations, respectively. 
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1. Introduction 

Reference evapotranspiration (ET0) is a variable that is used in irrigation planning, water 

resources management and hydrological studies, and several other applications, especially for 

estimating the water demand of crops in large irrigation areas [1]. ET0 is a non-linear and 

complex phenomenon that requires different climatic variables [2]. Factors affecting ET0 include 

relative humidity, solar radiation, wind speed, temperature, water solute concentration, and 

atmospheric pressure. With decreasing relative humidity, the concentration of solutes in water, 

atmospheric pressure, and increasing solar radiation, wind speed, and temperature, the rate of 

ET0 increases. The ET0 rate is measured based on height, and its unit is millimeters, centimeters, 

or inches [3–6]. The simplest way to measure evaporation is to use trays placed on the ground or 

floating on water [7,8]. Calculating actual evapotranspiration is a difficult task and requires 

extensive research. Therefore, evapotranspiration studies are raised in two methods: a) estimation 

of actual evapotranspiration (the amount of water that evaporates under the current conditions) 

and b) estimation of potential evapotranspiration (i.e., the amount of water that evaporates, if 

resources are limited No water) [9]. Excessive estimation of plant water consumption leads to 

wastage of irrigation water, wetting lands, and contamination of groundwater resources. Also, a 

lower estimation of required water will cause drought stress on the plant and reduce yield 

[10,11]. Researchers have conducted many studies to obtain evapotranspiration. 

Many researchers worldwide have estimated reference evapotranspiration in different climates 

under different conditions and scenarios. They have evaluated various experimental and 

intelligent models and methods with minimum and maximum input data. This is due to the 

importance of evapotranspiration in the water cycle and related issues. 

SamadianFard and Panahi [12] estimated daily ET0 using support vector regression (SVR) and 

M5Tree models and compared their results with Hargreaves and Torrent White experimental 

models. Their study used meteorological variables from 1971 to 1994 in Tabriz synoptic station. 

In addition, the Penman-Monteith-FAO method's output was considered the basis. Then 17 

scenarios made of one to six meteorological data were examined. The results showed that 

M5Tree and SVR models, considering all meteorological variables, showed better results in 

estimating than Hargreaves and Torrent White model. Goodarzi et al. (2015) [13] calculate the 

rate of evapotranspiration concerning climate change (B1, A2, A1B, and B2) in the watershed of 

Lake Urmia using statistical microscale models LARS-WG and SDSM and model output 

HadCM3 public circulation covered the next three time periods (2030-2011, 2065-2046 and 

2099-2080). The rate of evapotranspiration was calculated at a monthly and seasonally time scale 

using Priestley-Taylor and Hargreaves-Samani methods. The results showed that, on average, in 

the long run at the basin level, the minimum temperature will increase between 0.2 to 3.4 

degrees, and the maximum temperature varies between 0.9 to 2.9 degrees in future periods 

compared to the base period (1990-1961). Also, under the influence of temperature, the estimated 

evapotranspiration rate increases in all months and seasons in future periods. 

Mohtarami et al. (2015) [14] improved the accuracy of the Hargreaves-Samani method in 

estimating ET0 using the correction factor using the ANN model and the M5Tree between 2004 
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and 2013 at Farkushhar station and Shahrekord airport. The results of this study indicated that 

the ANN and the M5Tree models have good performance in correction factor modeling. The 

ANN model, on the other hand, performed more accurately. The accuracy of the Hargreaves-

Samani model before using the correction coefficient compared to the Penman-Monteith-FAO 

method had an RMSE equal to 0.900; the value after applying the correction coefficient reached 

RMSE of 0.69 and RMSE of 0.72 using ANN and M5Tree models respectively. The results show 

that the performance of the Hargreaves-Samani method has improved after applying correction 

coefficients. Zortipour et al. (2017) [15] simulated and compared potential evapotranspiration 

daily using ANN, ANFIS (Adaptive Neuro Fuzzy Inference Systems), and M5 decision tree 

methods at Shiraz synoptic station. ANFIS and ANN models had acceptable accuracy due to the 

high correlation coefficient (R) and low error rate. Also, considering that the values of R, RMSE, 

and MAE for the M5 model were estimated to be 0.7170, 0.1088 mm, and 0.0877 mm, the 

results indicate good performance of the M5 Tree model in evaluating ET0. 

The primary purpose of Ferreira et al. (2019) [1] study was to calculate daily ET0 with limited 

data. They sought to investigate the performance of the MARS model when confronted with 

limited data. After comparing the results of the Penman-Monteith equation and the MARS 

model, he observed that the intelligent model performed better. Meanwhile, solar radiation 

scenario, relative humidity, and wind speed were more effective in estimating ET0. Temperature-

based procedures had the highest performance. Using climatic data, Wu et al. (2019) [2] 

evaluated the ET0. The results showed that the M5Tree model can successfully estimate ET0. 

Babu and Thomas (2022) [16] modeled evaporation data from pans in South India from 2000 to 

2019 with the help of three models: decision tree regression, random forest and regression and 

Gradient Boosting Regression Trees. The input data in the models included dry bulb temperature, 

wet bulb temperature, maximum and minimum air temperature, vapor pressure, relative 

humidity, wind speed, wind direction, sunshine hours, and rainfall. The random forest model had 

the best performance. 

Batra and Gandhi (2022) [17] in a study on pan evaporation for Rajendranagar, Hyderabad, a 

part of India with the help of maximum and minimum temperature data, wind speed, relative 

humidity, precipitation and sunshine hours for the year 1993 Until 2008, different ANN models 

were used, and the least error was reported for the MLP model. 

Considering that relatively limited studies have been done in the field of evaporation and 

transpiration with the ANN, LSSVM, M5 tree model, in the northern region of Iran, In the 

present study, three data mining methods namely M5 tree, ANN and LSSVM in Babolsar and 

Ramsarcites have been used to estimate the evapotranspiration of plants. 

Studies related to the combination of artificial intelligence and evaporation studies in these areas 

have not been combined with each other, and the innovation of this research is to combine these 

studies. In this research, first, the meteorological data of the study stations were collected. After 

checking the data, they were separated for the testing and training stages and then they were 

simulated by intelligent algorithms considering different scenarios. In the following, using the 

error criteria, a comparison was made between the performance of the algorithms to evaluate 
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their simulation capability in evaporation. Finally, the obtained results were expressed and 

suggestions for future researches were mentioned. 

2. Methods 

2.1. Study area and available data 

Mazandaran province is affected by latitude, Alborz Mountains, altitude, proximity to the sea, 

local and regional winds, displacement of northern and western air masses, and even dense forest 

cover. Mazandaran region has a unique climatic diversity. Figure 1 shows the geographical 

location of Mazandaran province, and Table 1 shows the location of the studied stations. 

Two major currents play an important role in the climate of Mazandaran province: one is the 

north and northeast air current that travels from Siberia and the North Pole to the south and 

southwest, causing cold weather, frost, and snow and rain [18]. This air mass has little effect on 

the climate of Mazandaran. The other is the westerly winds that cross the Mediterranean Sea and 

the Black Sea in winter, and after entering Iran, cause heavy and continuous rains [19]. In the 

summer months, the rainmaking power of these winds decreases and only increases the humidity 

and sultry weather, leading to unfavorable living conditions [7]. 

 
Fig. 1. Mazandaran Province [20]. 

Table 1 

Synoptic stations of Mazandaran province. 
Synoptic station Longitude 

Degree Minute 

Latitude 

Degree Minute 
Altitude 

Babolsar 52         48 36         25 16 

Ramsar 53         00 36         20 12 

 



 Y. Dadrasajirlou et al / Journal of Soft Computing in Civil Engineering 6-3 (2022) 101-118 105 

In this study, the statistical data of two synoptic stations of Mazandaran province namely 

Babolsar and Ramsar have been collected in 11 consecutive years between 2009 and 2019 and 

used for modelling the ET0. The meteorological data used are: air temperature, sunshine hours, 

relative humidity, solar radiation and wind speed. Tables 2 and 3 show the monthly average of 

some meteorological data of Babolsar and Ramsar stations To evaluate the simulated results, the 

statistical indices of coefficient of determination (R
2
)[21], root mean square error (RMSE) [21] 

and mean absolute error (MAE)[8] were calculated [22–26]. The values of the mentioned 

indicators are calculated from one to three relations. 

In Equations (1) to (3), 𝑂𝑖 is the observed evaporation value in a month, 𝑃𝑖 is the predicted 

evaporation value of the same month, 𝑂 is the average of the observed evaporation values, and 𝑃 

is the similar average for the predicted values [27]. 

Table 2 
Monthly average of Babolsar synoptic station. 

Month 

Average 

maximum 

temperature 

(
°
C) 

Average 

minimum 

temperature 

(
°
C) 

Average 

temperature 

(
°
C) 

Monthly 

rainfall 

(mm) 

Maximum 

rainfall in a 

day (mm) 

Relative 

humidity 

(percentage) 

Number 

of hours 

of 

sunshine 

Maximum 

wind speed 

(meters per 

second) 

April 18.2 11.1 14.2 91.4 28.2 73 134 15 

May 24.1 14.1 21.1 34.1 13.2 71 165 19 

June 29.1 20.5 22.1 60.3 21.2 72 247.4 5 

July 31.2 33.5 25.8 38.3 23.2 80 233.2 7 

August 33.0 21.9 28.1 30.3 10.3 71 248.3 7 

September 32.4 20.1 23.3 61.2 51 72 222.7 34 

October 26.4 17.1 22.2 123.1 35.6 70 172.1 13 

November 10.1 11.1 13.2 61 22.4 81 91.7 16 

December 12.2 3.9 8.3 57 25.5 83 134.2 17 

Januray 12.1 1.9 7.4 3.8 3.1 75 129.1 10 

Februrary 11.5 3.1 5.3 131.2 22.7 76 106.8 14 

March 14.1 5.1 11.4 9 3.4 84 162.8 8 
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2.2. Network configuration 

In this study, the ratio of data used in the testing phase to the training phase was 70%/30%. 

Temperature, relative humidity, solar radiation, wind speed, and sunny hours were used as input 

for the models, and the output of the Penman-Monteith-FAO model was used as the objective 

function in the innovative models. In this study, intelligent models, namely ANN, M5Tree, and 

LSSVM models, were used. The experimental method used is the Penman-Monteith-FAO 

method (based on mass transfer). MATLAB software was used to calculate innovative models 

[28,29]. 

2.3. Artificial neural network model (ANN) 

Artificial neural networks (ANNs) are one of the methods of artificial intelligence techniques 

that are inspired by the functional system of the human brain and cannot be compared with 

natural systems [30]. Conquering strategic principles is the approach of the computational model 

of ANNs, which is the basis of the brain process for answering questions and using them in 

computer systems. ANN models must be able to store knowledge in similar ways and process it 

accordingly [31]. The large number of simple computational units that can work together is 

called a parallel structure [24]. One of the features of ANN is that it is three-layered. This three-

layer structure uses input, hidden, and output layers [7, 27]. The main application of this 

structure is to establish communication between the mentioned layers to explain the relationships 

between input and output data [28]. This structure is introduced by considering three components 

(i, j, k), where i, j, and k represent the nodes of the input layer, the number of hidden layers, and 

the number of output layers, respectively (figure 2) [32]. 

X1

X2

Xn

Input Neuron

Teach/Use

Teaching Input

Output

 
Fig. 2. Schematic structure of artificial neural network model. 

2.4. M5 decision tree model 

In 1992, Quinlan was the first researcher to propose the idea of the M5 tree. He based his method 

presented in the middle based on three factors: binary decision making, linear regression 

functions, and communication between input and output data [29]. Another reason why 

researchers welcome the use of this intelligent method is its multidimensional space and sub-

layer [33]. The M5 can learn well and take on substantial tasks [34]. The M5 tree model is 

created in two stages: the growth stage and tree pruning. In the tree growth stage, also known as 

the division stage, the input space will be divided into several classes using linear regression 
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models that minimize errors between predicted and actual values. Finally, a decision tree is 

constructed using the information obtained [29]. In the M5 tree model, the division of the idea 

follows the decision tree, but with the difference that it can be used in quantitative data [33]. 

Standard deviation is used to select the best feature to divide the data set in each node [34]. The 

M5 is obtained using a common deviation reduction calculated according to equation (4): 

( ) ( )
Ei

SDR sd E sd Ei
i E

= -ä  (4) 

In above equation, 𝐸 is a set of instances that reach the node, and 𝐸𝑖 is a subset of the input data 

to the parent node. These steps are completed until a suitable tree structure is formed. The way to 

deal with this problem is to prune the tree in the previous step. 

2.5. Least square support vector machine (LSSVM) 

SVM is an efficient learning system based on the theory of constrained optimization. This model 

uses the inductive principle of structural error depreciation, leading to an optimal solution. 

Unlike SVM, which uses quadratic programming to solve problems, LSSVM uses linear 

equations to solve problems. For this reason, it has higher computational accuracy than the SVM 

models [35]. The following regression equation is used in the LSSVM model to estimate various 

problems (Equation 5) [35–37]: 

( ) . ( )T

i iY X W X b= F + (5) 

In this equation, Φ(𝑋𝑖)is called nonlinear drawing of inputs in the feature space with high 

dimensions, and 𝑏 and 𝑊 are the deviation of the regression function and the values of the 

weights, respectively, which are calculated using the minimization of the objective function 

according to equation (6): 

1 2
min ( , )

, , 12 2

NT
j w e w w eiw e b i

g
= + ä

=
 (6) 

With considering the equation (7) as limits for above equation: 

( )   i=1,2,3,...,NT

i i iy w x b e= F + +  (7) 

In the above relations, 𝑒𝑖 is the error of the training data and 𝑥 is the parameter regulating the 

error section. Finally, the LSSVM model estimation function is defined as Equation (8): 

( ) ( , )
1

N
y x a K x x bi i j

i
= +ä
=

 (8) 

In the above relation, x is a kernel function and is expressed as a function with internal 

multiplication in the property space according to the equation (9): 

( , ) ( ) ( )  i,j=1,2,3,...,Ni j i jK x x x x=F F  (9) 



108 Y. Dadrasajirlou et al./ Journal of Soft Computing in Civil Engineering 6-3 (2022) 101-118 

Compared to conventional models such as neural networks (ANN) and partial least squares 

regression, LSSVM is more preferred for signal processing, pattern recognition, and nonlinear 

regression estimation because it takes less time to compute [38]. 

2.6. Penman-monteith-FAO model 

The Penman-Monteith-FAO model is the reference model for calculating the evapotranspiration 

rate of the reference plant, which was introduced by the FAO in 1998 in FAO Journal No. 24 

Irrigation and Drainage, and is considered by many researchers around the world [39]. The 

reference plant is grass with a height of 8 to 15 cm, radiation coefficient (albedo) of about 0.23, 

shading resistance is 70 seconds per meter [39,40]. 

900
0.408 ( ) [ ] ( )

2( 273
0 (1 0.34 )

2

R G U e en a dT
ET

U

g

g

D - + -
+

=
D+ +

 (10) 

In the equation 10, ET0 is Evapotranspiration of reference plant (mm d-1), T is air temperature 

(
◦
c), U2 stands for wind speed at a height of 2 meters (ms-1), Rn refers to the net surface radiation 

(MJ m-2 d-1), ea-ed is the lack of saturated vapor pressure (Kpa), ∆ stands for the Slope of 

saturated steam pressure curve with temperature (KpaC-1), and 𝛾 is the Constant psychrometers 

(KpaC-1). 

3. Results 

For Babolsar station, model M5 recorded an average R
2
 of 0.9069 and a coefficient of variation 

of 0.0538. In addition, the average MAE and RMSE for the Babolsar station were 0.0411 mm 

and 0.3133 mm, respectively, and the coefficient of variation was 0.9546 and 0.1548. The 

LSSVM model recorded an average R
2
 of 0.9821 and a coefficient of variation of 0.0051. In 

addition, the average MAE and RMSE for this station were 0.0425 mm and 0.3366 mm, 

respectively, and the coefficients of variation were 0.0745 and 0.8121, respectively. 

The ANN model recorded an average R
2
 of 0.9254 and a coefficient of variation of 0.0236. Also, 

the average MAE and RMSE for this station were 0.0658 mm and 0.3432 mm, respectively, and 

the coefficients of variation were 0.7232 and 0.0432, respectively. Among these, the M5 model 

had the lowest average for R
2
, and the LSSVM model had the highest standard for R

2
. 

Table 3 shows the modeling results for Babolsar station with the three mentioned models for the 

test phase. Figures 3 to 5 compare experimental and simulation results of reference transpiration 

evaporation for Babolsar station. 

Table 3 

Babolsar station modeling results. 
Model R

2
 MAE (mm) RMSE (mm) 

M5 0.9069 0.0411 0.3313 

LSSVM 0.9821 0.0425 0.3366 

ANN 0.9254 0.0658 0.3432 
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Fig. 3. R

2
 for M5 model for training and test data in Babolsar station. 

  
Fig. 4. R

2
 for LSSVM model for training and test data in Babolsar station. 

  
Fig. 5. R

2
 for ANN model for training and test data in Babolsar station. 

For Ramsar station, M5 recorded an average R
2
 of 0.9023. In addition, the average MAE and 

RMSE for Ramsar stations were recorded as 0.0321 mm and 0.4535 mm, respectively. The 

LSSVM model recorded an average R
2
of 0.9737. In addition, the average MAE and RMSE for 

this station were recorded as 0.0318 mm and 0.3504 mm, respectively. The ANN model recorded 

an average R
2 

of 0.9476. In addition, this station's average MAE and RMSE were recorded as 

0.0672 mm and 0.4543 mm, respectively. Among these, the M5 model had the lowest average for 

R
2
, and the LSSVM model had the highest standard for R

2
. Table 4 shows the modeling results 

for the Ramsar station with the three models for the test phase. Figures 6 to 8 show a comparison 

diagram of the experimental results and the simulation results of the reference transpiration 

evaporation for the Ramsar station. 
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Table 4 

Ramsar station modeling results. 
Model R

2
 MAE (mm) RMSE (mm) 

M5 0.9023 0.0321 0.4535 

LSSVM 0.9657 0.0318 0.3504 

ANN 0.9476 0.0672 0.4543 

  
Fig. 6. R

2
 for LSSVM model for training and test data in Ramsar station. 

  
Fig. 7. R

2
 for ANN model for training and test data in Ramsar station. 

  
Fig. 8. R

2
 for M5 model for training and test data in Ramsar station. 

Also, Figures 9 and 10 give the scatter plot or scatter curve of the met values versus the Penman-

Monteith-FAO (observational) values for the test step. These figures show that all three models 

perform relatively well in modeling, and the LSSVM model performs better than the other two 

models. 
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a                                                                               b 

 
c 

Fig. 9. Scattering of estimated data with observational data in the test phase for Ramsar, a) M5 TREE, b) 

LSSVM and c) ANN. 

 
a                                                                             b 

 
c 

Fig. 10. Scattering of estimated data with observational data in the test phase for Babolsar, a) M5 TREE, 

b) LSSVM and c) ANN. 
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Figures 11 and 12 show a histogram of the difference between the Penman-Monteith-FAO 

(observational) and metered data in the three models for Ramsar and Babolsar in the test phase. 

The slightest difference in the LSSVM model is for both cities. 

 
a                                                                            b 

 
c 

Fig. 11. Histogram of the difference between the observed data and the estimated data for Babolsar: a) 

ANN, b) LSSVM and c) M5 tree. 

 
a                                                                               b 

 
c 

Fig. 12. Histogram of the difference between the observed data and the estimated data for Ramsar: a) 

ANN, b) LSSVM and c) M5 tree. 
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The Taylor diagram [41] is a valuable tool for evaluating the outcomes of various methods and 

has recently been used extensively in water engineering studies. This diagram is presented in two 

forms, semicircle, and quadrilateral. In both cases, the correlation coefficient values are plotted 

as the circle's radius on its arc, the standard deviation values are plotted as concentric circles 

relative to the circle's center, and the RMSE values are plotted as concentric circles close to the 

reference point. 

The evaluation method in this diagram is that the estimated data based on three statistical criteria 

(RMSE, correlation coefficient between observational data and calculated data, and standard 

deviation) are plotted on the diagram. Based on Figure 13, the results show that the performance 

of all three models for both cities is relatively high. 

0.1 0.2

0
.9

9

0.25 0.5 0.75 1 1.25 1.5 1.75 2

0.25

0.5

0.75

1

1.25

1.5

1.75

2

Standard Deviation

S
ta

n
d

a
rd

 D
e
v

ia
ti

o
n

ANN

LSSVM

M5 TREE

 
a 

0.1 0.2

0.99

0.25 0.5 0.75 1 1.25 1.5 1.75 2

0.25

0.5

0.75

1

1.25

1.5

1.75

2

Standard Deviation

S
ta

nd
ar

d 
D

ev
ia

ti
on

ANN

LSSVM

M5 TREE

 
b 

Fig. 13. Taylor diagram of the studied models, a: Ramsar and b: Babolsar. 



114 Y. Dadrasajirlou et al./ Journal of Soft Computing in Civil Engineering 6-3 (2022) 101-118 

Abed et al. (2021) [42] used minimum temperature, maximum temperature, average temperature, 

wind speed, relative humidity, and solar radiation data as input to estimate the evaporation rate 

using Extreme Gradient Boosting (EGB), ElasticNet Linear Regression, and LSTM models. 

Also, Majhi et al. (2019) [43] have used minimum and maximum temperature, morning and 

afternoon relative humidity, wind speed, and solar radiation data as input for LSTM and 

Multilayer Perceptron(MLP) models. The best results for the above pieces of research are 

obtained when all the input data are considered in the estimation process. Adding to that, the 

results of Qasem et al. (2019) [44] also showed that the higher the number and types of inputs, 

the higher the accuracy of the results by ANN, Wavelet-Artificial Neural Network (WANN), 

SVR, and Wavelet-Support Vector Regression (WSVR) models. The above-cited articles' results 

support scenario No. 4, where all data were considered input. 

Alsumaiei (2020) [45] used the ANN for the dry area of Kuwait International Airport (KIA) to 

model the evaporation rate, the results of which are consistent with the obtained results in the 

current study. It was stated that the MLP model could have a relatively good performance in 

predicting evaporation in arid and very arid regions, which is confirmed by the results obtained 

in the present study. 

Arid and semi-arid climates have unique climate regimes characterized by "scarce water 

resources", "bare vegetation" and "high evaporation rates." According to the report of the Food 

and Agriculture Organization of the United Nations, extremely dry climates are defined as areas 

where annual precipitation does not exceed 3% of annual evaporation. It is necessary to compare 

the performance of smart models with other experimental and practical models, by addressing 

the issue of the contribution of the pan body in heat exchange. In the future research, we can 

mention this issue, considering that the temporal behavior of daily evaporation is unstable, it is 

better to investigate and compare other intelligent methods for modeling. 

4. Conclusions 

Evapotranspiration of reference plant (ET0) is a variable used in irrigation planning, water 

resources management, and hydrological studies. Its other application is to estimate the water 

requirement of crops in large irrigation areas. Evapotranspiration is a nonlinear and complex 

phenomenon that requires different climatic parameters. Calculation of evapotranspiration helps 

to save water and agricultural issues. This study used three intelligent models: the M5 decision 

tree model, least square support vector machine (LSSVM), and artificial neural network (ANN). 

This study used two synoptic stations of Mazandaran province with humid climates named 

Ramsar station and Babolsar station, located in the north of Iran. At Babolsar station, the 

LSSVM model had the best coefficient of determination and the lowest error rate, and the ANN 

model was in the next rank. In Ramsar station, the highest coefficient of perseverance and the 

lowest error rate belongs to the LSSVM model. The necessary suggestions for continuing this 

research are presented as follows: 

1) Investigation of intelligent and experimental models in the desired stations in limited data 

conditions under different scenarios 
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2) Investigation of climate change in the studied stations 

3) Using TOPSIS and AHP methods to weight the criteria as well as ranking the models 
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