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The objective of this paper is to find an alternative to conventional 

method of concrete mix design. For finding the alternative, 4 machine 

learning algorithms viz. multi-variable linear regression, Support 

Vector Regression, Decision Tree Regression and Artificial Neural 

Network for designing concrete mix of desired properties. The multi-

variable linear regression model is just a simplistic baseline model, 

support vector regression Artificial Neural Network model were made 

because past researchers worked heavily on them, Decision tree 

model was made by authors own intuition. Their results have been 

compared to find the best algorithm. Finally, we check if the best 

performing algorithm is accurate enough to replace the convention 

method. For this, we utilize the concrete mix designs done in lab for 

various on site designs. The models have been designed for both 

mixes types – with plasticizer and without plasticizer The paper 

presents detailed comparison of four models Based on the results 

obtained from the four models, the best one has been selected based 

on high accuracy and least computational cost. Each sample had 24 

features initially, out of which, most significant features were chosen 

which were contributing towards prediction of a variable using f 

regression and p values and models were trained on those selected 

features. Based on the R squared value, best fitting models were 

selected among the four algorithms used. From the paper, the 

author(s) conclude that decision tree regression is best for calculating 

the amount of ingredients required with R squared values close to 0.8 

for most of the models. DTR model is also computationally cheaper 

than ANN and future works with DTR in mix design is highly 

recommended in this paper. 
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1. Introduction 

Progress in the preparation of concrete mix is at a moderate level. The most mainstream strategy 

used to get the measure of ingredients required, in a little changed structure, has been utilized for 

quite a long time. These techniques have numerous disadvantages - being laborious and time 

consuming are a few. We want to introduce a way to design a concrete mix based on a 

mathematical equation developed by the machine learning algorithm. AI as a field is growing 

powerfully as of late. . Practically speaking, AI intends to utilize different cutting edge 

accomplishments in software engineering to expand upon a framework that will have the option 

to gain from informational collections and, subsequently, look for examples and connections 

among factors, which would be challenging to conduct with conventional methods. 

If we are successful in estimating the quantity of ingredients required using these machine 

lerning algorithms with sufficient accuracy, we would be saving time and resources involved in 

conventional design process and also include the experience of engineers due to which they are 

able to vary the amount of various ingredients due to different conditions. This experience is not 

given in any code but machine learning algorithms can also include this. 

With a wrong manufacturing process, for example, poor concrete curing can cause excessive 

cracks and reduce concrete tightness [1]. Traditional approach is step by step design 

methodology. These methods have evolved from arbitrary 1-2-3 cement-sand-aggregate 

volumetric ratio methods which were used in early 1900s [2] to the present-day method where 

every ingredient is estimated by weight and definite rules are given in design codes for their 

estimation. The contemporary method for utilizing design codes gives a blend of emperical and 

statistical methods. these mix of empirical and statistical methods are often insufficient to 

describe such complex relationships. compared to the previously mentioned customary emperical 

and statistical methods, AI methods don't depend upon express conditions; rather, AI models are 

learning calculations that discover learning algorithms that find patterns information to foresee 

future vlaues. These strategies are more computationally costly than statistical procedures; be 

that as it may, analysts have progressively applied AI methods in concrete blend in light of their 

capacity to represent the intricacy of concrete blends and their properties. One AI technique is 

utilizing ANN. Kasperkiewicz et al. modelled compressive strength of HPC using ANNs; using 6 

features and obtained a R2 of 0.757 [3]. After that, researchers have applied ANN to many 

different problems in cement & concrete research; they have been used to model different types 

of concrete properties, like slump, filling capacity, compressive strength, and segregation. For 

many types of concrete too such as HPC [3,4], self consolidating concrete [5,6], RMC [7], high-

strength concrete [7,8], ultra high performance concrete [9], recycled aggregate concrete [10], 

and structural lightweight concrete [11]. Another method is using Decision Tree Regression. The 

first regression tree algorithm was published by Morgan et al. around the time that other machine 

learning algorithms were first being developed [12]. Fundamental tree-based models experience 

inconvenience finding the model with best prescient execution. Thus, research in machine 

learning since the 1960s has zeroed in on enlarging the idea of a basic tree-based model with 

extra design features ,variations on regression trees frequently perform in a way that is better 

than the other machine learning algorithms. Such as, Erdal showed that regression tree 

ensembles that use bagging and boosting have better performance to the simple decision tree 
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model for concrete property prediction [13]. The model tree approach has been used to predict 

compressive strength for different types of concrete types including HPC [14], recycled 

aggregate concrete (RAC) [15,16], fiber-reinforced polymer [17], and high-volume mineral-

admixture concrete [18]. Another approach is using Support Vector Regression. Vapnik and 

Chervonenkis invented SVM [19]; Boser et al. developed a training algorithm to optimize 

margin classifiers in 1992 [20]. In 2007, Gupta et al. predicted concrete compressive strength 

using SVM, where, R2 = 0.992 [21]. This showed that SVMs are good modeling tool for 

concrete property modeling specially when a dataset is small, because the user only needs to 

define 2 parameters. Many other researchers have used SVMs after that to predict a different 

concrete mixture properties, like elastic modulus [22], compressive strength [14,21,23-25], and 

splitting tensile strength [26]. 1 hidden layer ANN has been used by Naderpour et. al. to predict 

compressive strength of environmental friendly concrete [27]. The SVM performance decreases 

as number of features increase. 

2. Experimental dataset 

The dataset consists of 800 samples which were designed and tested in structural engineering lab 

of IIT BHU Varanasi for various on site design requirements. These designs have been used for 

actual construction works. To remove any effect of time, we used design values from years 2012, 

2015, 2017 and 2019. For each sample, 32 parameters were initially compiled viz. grade of 

concrete (Grade), slump achieved (slump), 7 day compressive strength, 28 day compressive 

strength, amount of water (water), amount of cement (cement), amount of sand (sand), coarse 

aggregate of size 10 mm (CA10) , coarse aggregate of size 20 mm (CA20), plasticizer added, 

fineness modulus (FM) of three types of aggregates, bulk density of aggregates (BD), specific 

gravity of aggregates(SG), water absorption of aggregates (WA), consistency of cement paste, 

soundness of cement, initial setting time of cement (Initial ST), final setting time of cement 

(Final ST), 3 day, 7 day and 28 day compressive strength of mortar, unit weight of cement (UW) 

and specific gravity of cement. Out of these 32 parameters, amount of water, cement, sand, 

coarse aggregate of size 10mm, coarse aggregate of size 20mm and plasticizer (if needed) were 

targets and rest were further analyzed for their contribution towards strength prediction. 

The dataset was first broken into 2 parts viz. design where plasticizer has been used and design 

where plasticizer has been not been used. Further these two divisions each were broken in two 

parts – designs where PPC has been used and designs where OPC has been used. Thus, we have 

made models for 2 kinds of design – concrete mix with plasticizer and concrete mix without 

plasticizer. 

3. Feature selection 

Since in total, there are 24 features, and obviously not every feature contributes toward 

predicting a target. It may be possible that one feature is crucial in predicting one target and at 

the same time, totally useless while predicting another target. It may be possible that two features 

are highly correlated to each other and presence of only one of them is enough. Thus, we found 

correlation between all the features and removed any feature with 0.9 or more correlation to 

another feature. 
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Table 1. 
Correlation Values of different features. 

 

Table 1 (contd.) 

Correlation Values of different features. 

 
 

From these correlation values, we found that water absorption (WA) of sand and coarse 

aggregate are highly positively correlated for the samples we have taken. But that is only a 

coincidence as these quantities are independent of each other. Hence, we are keeping both. 

Specific gravity (SG) and unit weight (UW) of sand are highly positively correlated, and that’s 

quite obvious. Cement specific gravity (SG) and initial setting time (ST) show high negative 

correlation i.e. as cement SG increases, its initial ST decreases. Fineness Modulus (FM) of CA 
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10 and CA 20 show high positive correlation but again, that’s just a coincidence. Cement UW 

and initial ST also show high negative correlation. 28 day and 7 day strength of cement also 

show high positive correlation and that’s expected too. Using f statistics and p values from Scikit 

Learn library, for each target we chose features with p-values less than 0.05 i.e. 95% significance 

level. The thumb rule of selecting the features using f statistics is that we choose a significance 

level (here 95%) of each feature for predicting the target variable. All the features more 

significant that this threshold are considered as useful in predicting. 

4. Scaling and splitting the dataset for testing and training 

After splitting up the dataset into 2 parts - concrete mix with plasticizer and concrete mix without 

plasticizer, we move to scaling and splitting of dataset. For Support Vector Regression and 

Neural Network, as a rule of thumb, we scaled the input features to speed up learning and faster 

convergence in the range 0 to 1. However, for Linear Regression and Decision Tree Regression, 

these algorithms don’t have any significant increase in performance due to scaling. Therefore, we 

used the input features in their original form. For Linear model, SVR and DTR, we split the 

dataset into 2 parts: training and testing dataset in ratio of 80:20. For Neural Network, we split 

the Dataset into 3 parts: training, validation and testing dataset in the ratio of 70:10:20.After 

preprocessing has been completed and dataset was split for training and testing, we deployed the 

learning algorithms over the training dataset and used the model learnt to predict the data of test 

dataset. The hyper parameters which gave best predictions were finalized and model was 

finalized once it gave satisfactory predictions. 

5. Results of different models with plasticizer added 

For all ANN models, the number of hidden layers is 6 and number of nodes is twice the number 

of features in first 2 layers which decreases to half the value of previous layers nodes for each 

subsequent layer. For all these nodes, the activation function used is relu. For output layer – the 

number of nodes is 1 and activation function is linear. 

Table 2 

R square value for different models for design with Plasticizer. 

 Linear SVR DTR ANN 

Water 0.39 0.45 0.88 0.57 

Cement 0.63 0.63 0.76 0.33 

Sand 0.69 0.43 0.77 0.81 

CA10 0.35 0.37 0.79 0.72 

CA20 0.55 0.36 0.66 0.64 

Plasticizer 0.33 0.38 0.74 0.34 
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(i) Water 

 

 

Fig. 1. Water requirement according to various models for designs with plasticizer. 

 

Water (Linear) = 156.09 – 0.323(Grade) + 0.05(Slump) + 8.7(FM 20) – 7.105(FM 10) + 

20.678(BD 10) – 0.677(SG 10) + 0.02(Consistency) +0.078(Initial ST) + 0.456(7d Cement) – 

0.683(28d cement) + 3.468(UW Cement) – 8.836(SG Cement) 

The DTR model predicts quantity of water required in kg per cubic meters with R2 of 0.88. 

Overall, there is no particular trend of error and the model gives pretty accurate results. 
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(ii) Cement 

 

 

Fig. 2. Cement requirement according to various models for designs with plasticizer. 

 

Cement (linear) = 316.842 + 5.827(Grade) + 0.044(Slump) - 9.242(FM Sand) - 29.696(SG Sand) 

The DTR model shows significant variability in cement prediction with R2 value of 0.76. 

This is due to the fact that cement from different companies and different types has quite variable 

properties such as rapid setting cement, sulphate resisting cement, etc. therefore, this is not a 

very good model. 
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(iii) Sand 

 

 

Fig. 3. Sand requirement according to various models for designs with plasticizer. 

Sand (linear) = -314.28 – 6.483(Grade) + 0.567(Slump) – 5.803(FM 20) – 19.05(FM 10) + 

29(FM Sand) + 78.523(BD 20) – 150.353(BD Sand) – 11.862(SG 10) + 398.98(Sand SG) – 

0.156(Initial ST) + 0.052(3d Cement) + 86.058(SG Sand) 

The ANN predicts sand required with R2 of 0.81. The model has been trained for mix design 

containing CA 10, CA20 and sand. We can see that it gave prediction of 652 kg sand for actual 

value of 1320 kg. This is because the design is of all fines concrete and our model performs 

poorly for all fines concrete. Similarly, the model cannot be used for no fine concrete too as it 

has not been trained for it. Other than that, the model performs quite satisfactorily. 
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(iv) Coarse Aggregate (10 mm) 

 

 

Fig. 4. CA10 requirement according to various models for designs with plasticizer. 

CA10 (linear) = -804.77 + 0.757(Grade) + 0.657(Slump) + 50.135(FM 10) + 292.8(BD 10) – 

98.71(BD Sand) + 119.367(SG 10) – 0.584(Consistency) – 0.105(Initial ST) + 0.006(Final ST) + 

5.436(3d Cement) +142.436(UW Cement) +10.4 (SG Cement) 

For mix design, we generally predetermine a ratio of CA10 to CA20 such as 40:60, 45:55 and so 

on. This affects the amount of CA10 and CA20 used. However in our model, we have not made 

any such assumption. Therefore, the predicted values differ so much with best fitting DTR model 

with R2 value of 0.79. The model sometimes overestimates CA10 values. 

0

100

200

300

400

500

600

700

800

900

1000

0 20 40 60 80 100 120

CA 10 (Linear) 

Actual Predicted

0

100

200

300

400

500

600

700

800

900

0 20 40 60 80 100 120

CA 10 (SVR) 

actual predicted

0

200

400

600

800

1000

1200

0 20 40 60 80 100 120

CA 10 (DTR) 

actual predicted

0

100

200

300

400

500

600

700

800

900

0 20 40 60 80 100 120

CA 10 (ANN) 

actual predicted



28 Sh. Pandey et al./ Journal of Soft Computing in Civil Engineering 5-1 (2021) 19-37 

(v) Coarse Aggregate (20 mm) 

 

 

Fig. 5. CA20 requirement according to various models for designs with plasticizer. 

CA20 (linear) = -377.17 – 1.288(Slump) + 92.014(FM 20) -72.78(FM 10) – 37.721(FM Sand) + 

15.093(BD 20) + 30.89( BD Sand) + 261.463(SG 20) + 78.954(SG 10) – 64.614(WA Sand) – 

0.004( Final ST) + 1.263(28d Cement) 

The DTR model tends to predict lower values of CA20 with R2 value of just 0.66. 

The reason behind this could be the predetermined CA10 to CA20 ratio. This can be verified as 

CA10 values are overestimated and CA20 values are underestimated. 
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(vi) Plasticizer 

 

 

Fig. 6. Plasticizer requirement according to various models. 

Plasticizer (linear) = 16.632 + 0.034(Grade) + 0.007(Slump) – 2.043(FM 20) + 0.055(FM 10) + 

0.768(BD 20) – 1.304(SG 20) – 0.001(Initial ST) – 0.007(3d Cement) + 0.013(7d Cement) 

The DTR model predicts plasticizer required with R2 value of 0.74. This poor prediction can be 

accounted for by the fact that in our mix design, we have used plasticizers of different 

generations and different types, some are plasticizer while other are superplasticizer, each 

requiring different amounts to be used. Since such difference in type of plasticizer has not been 

not been included in our dataset, the predictions are not excellent. 

6. Results of different models without plasticizer added 

For all ANN models, the number of hidden layers is 6 and number of nodes is twice the number 

of features in first 2 layers which decreases to half the value of previous layers nodes for each 

subsequent layer. For all these nodes, the activation function used is relu. For output layer – the 

number of nodes is 1 and activation function is linear. 

0

1

2

3

4

5

6

7

0 20 40 60 80 100 120

Plasticizer (Linear) 

Actual Predicted

0

1

2

3

4

5

0 20 40 60 80 100 120

Plasticizer (SVR) 

actual predicted

0

1

2

3

4

5

6

7

8

0 20 40 60 80 100 120

Plasticizer (DTR) 

actual predicted

0

200

400

600

800

1000

1200

1400

0 10 20 30 40 50 60

CA 20 (ANN) 

actual predicted



30 Sh. Pandey et al./ Journal of Soft Computing in Civil Engineering 5-1 (2021) 19-37 

Table 3 

R square value for different models for design without Plasticizer. 

 Linear SVR DTR ANN 

Water 0.28 0.59 0.84 0.81 

Cement 0.53 0.47 0.83 0.59 

Sand 0.74 0.39 0.91 0.72 

CA10 0.45 0.28 0.69 0.73 

CA20 0.42 0.46 0.77 0.59 

(i) Water 

 

 

Fig. 7. Water requirement according to various models for designs without plasticizer. 

Water (linear) = 227.604 + 0.151(Slump) + 16.682(SG Sand) – 0.64(Consistency) – 23.23(SG 

Cement) 

The DTR model give quite satisfactory water requirement with R2 value of 0.84. The model 

sometimes gives a little less value of water required, but not always and its results can be used 

quite accurately. 
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(ii) Cement 

 

 

Fig. 8. Cement requirement according to various models for designs without plasticizer. 

Cement (linear) = 224.465 + 7.732(Grade) – 3.318(FM 20) 

The DTR model performs quite well for prediction of cement with R2 value of 0.83. However, 

If cement content comes out to be less than 300 kg, the value cannot be trusted blindly as the 

model shows error in this region probably due to less training examples in this region. Otherwise 

for predictions in range of 300 kg to 450 kg, the results can be trusted with confidence. 
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(iii) Sand 

 

 

Fig. 9. Sand requirement according to various models for designs without plasticizer. 

Sand (linear) = 166.125 – 7.253(Grade) + 43.25(FM Sand) + 197.195(SG Sand) – 0.063(Final 

ST) 

The DTR model predicts sand required with R2 of 0.91. This model also has been trained 

specifically for mix design consisting of all 3 – CA 10, CA 20 and sand. Therefore, the model 

performs poorly for no fines or all fines concrete. Apart from these, the model gives the value of 

sand required which can be used with confidence. 
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(iv) Coarse Aggregate (10 mm) 

 

 

Fig. 10. CA10 requirement according to various models for designs without plasticizer. 

CA10 (linear) = -2668.635 + 0.973(Slump) + 6(FM 20) + 261.35(FM 10) – 405.61(BD 20) 

+509.434(SG 10) + 1.567(Consistency) + 0.473(Initial ST) – 0.4(Final ST) 

The ANN has a trend to slightly overestimate CA10 values with R2 value of 0.73. In some 

designs where only CA10 or CA12.5 were used, the predictions were significantly less than 

original values. Also, the error is due to predetermined CA10 to CA20 ratio, which changes with 

each design. 
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(v) Coarse Aggregate (20 mm) 

 

 

Fig. 11. CA20 requirement according to various models for designs without plasticizer. 

CA20 (linear) = 1369.272 + 1.466(Grade) – 1.22(Slump) – 211.321(FM 10) + 0.261(SG 20) + 

185(SG 10) – 1353.25(WA 20) + 1575.735(WA 10) – 698.7(WA Sand) + 1.143(Initial ST) 

The DTR model tends to predict lower values of CA20 with R2 value of just 0.77. 

The reason behind this could be the predetermined CA10 to CA20 ratio. This can be verified as 

CA10 values are overestimated and CA20 values are underestimated. 

7. Conclusions 

The objective of this paper was to first - compare and contrast between the results obtained by all 
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requirements of ingredients of mix. For the first objective, the best performing models have been 

given in results section (5 and 6). This has been summarized below in Table 4. 

For second objective – could these prediction models replace the conventional design method – 

we observe that for water and sand requirements, the best performing models can actually 

replace the conventional design methods. For coarse aggregates, the best performing model over-

estimates coarse aggregate of size 10 mm and underestimates the course aggregate size of 20 

mm. Thus, as a whole, if we take values of both CA10 and CA20 from these models, combined 

course aggregate value can also be used with confidence. As for cement, the required amount of 

cement is not predicted with high accuracy for designs with plasticizers even with our best 

performing model. This is due to the fact that our dataset consists of huge variety of cement of 

different manufacturers with different properties. This variation in types of cement is 

predominant in designs with plasticizers and not in designs without plasticizers and hence, for 

without plasticizer designs – our best performing model can replace the conventional method. As 

for design with plasticizers, the variation in properties of cement was too much which resulted in 

poor performance of our model. However, if we do away with this variation, our model would be 

ready to replace conventional method. For plasticizer also, even our best performing model could 

not give satisfactory results. This can be accounted for by the fact that in our mix design, we 

have used plasticizers of different generations and different types, some are plasticizer while 

other are superplasticizer, each requiring different amounts to be used. Since such difference in 

type of plasticizer has not been not been included in our dataset, the predictions are not excellent. 

Table 4 

Conclusion for prediction results by best performing model for design with Plasticizer. 

S. No. Ingredient Best performing 

model 

Can replace conventional 

design method 

1 Water DTR Yes 

2 Cement DTR No  

3 Sand ANN Yes 

4 Coarse Aggregate 10mm DTR Yes only when both results 

are used from this model 5 Coarse Aggregate 20mm DTR 

6 Plasticizer DTR No 

 

Table 5 

Conclusion for prediction result by best performing model for design without Plasticizer. 

S. No. Ingredient Best performing 

model 

Can replace conventional 

design method 

1 Water DTR Yes 

2 Cement DTR Yes 

3 Sand DTR Yes 

4 Coarse Aggregate 10mm ANN Yes only when both results 

are used from this model 5 Coarse Aggregate 20mm DTR 

 

Overall, we saw that DTR models are best for predicting the composition of a concrete mix 

without too much hassles for fine tuning the hyper parameters and are computationally efficient 

too. 
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In literature review, we saw SVR models were used previously and after creating our own 

models, we compared the efficiency of SVR model with DTR, linear model and ANN. And from 

the obtained results, we can undoubtedly say that DTR gives a way better prediction. 

Therefore, use of tree based models for predicting the composition of concrete mix is highly 

recommended by the results of this paper. 
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